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Abstract

Shared logs are one of the basic building blocks of distributed systems. They are used
in system like Kafka [1], Amazon Aurora [2] or LogDevice [3]. The increased popularity
of shared logs in the last decade is due to their offered simplicity and properties
like Strong Consistency. They order events received from multiple clients, replicate
them across multiple servers and make them accessible. Therefore, a shared log can
drastically decrease complexity for the system built on top. As it is a core building
block, the shared log needs to be as performant as possible. In recent years there have
been advancements in the fields of networking, Persistent Memory, and multi-core
processors. The open question is how these advancements can be leveraged in a
shared log system. We designed and implemented Ikaria, a highly parallelized shared
log with CRAQ as a replication algorithm. Ikaria makes use of asynchronous user-
space networking and builds upon Persistent Memory, which offers byte-addressable
access, persistent data storage, and performance close to volatile memory. Our results
show that Ikaria offers high throughput for read-heavy workloads. Furthermore, we
demonstrate that Ikaria scales well with an increasing number of servers, threads, and
different log entry sizes compared to the original Chain Replication protocol.
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1 Introduction

Nowadays, most modern computer systems consist of several independently running
servers that appear as a single service from the client’s perspective: a distributed
system [4, p. 2]. A distributed system can enable higher performance, scalability,
and availability compared to a single server system. Unfortunately, this comes at the
cost of increased complexity. The question arises of how to achieve a consistent state
on all servers within the system. Distributed systems like ZooKeeper or databases
implement individual solutions to generate a consensus between the different servers
and manage their distributed state [5]. However, this results in complex systems which
are challenging to instantiate and maintain.

A proposed solution for this problem is to build the system on top of a shared log
abstraction. A log is one of the most basic data structures since it is only an array of
entries consisting of several bytes. New entries are appended sequentially at the end of
the log, so already written entries cannot be updated. When the log is shared, multiple
clients can access it by reading and appending log entries [6]. Since the sequential
log entry number totally orders the log entries, it defines its own logical time, where
smaller entries occurred earlier than higher ones. Having such a logical time all servers
can refer to is essential for a distributed system [7]. Therefore, a shared log solves
the problem of ordering entries and replicating them across multiple machines. It
can be used to solve the consensus problem, where different machines try to reach an
agreement on certain values [6]. As a consequence, the log can be seen as a chain of
decisions.

The given properties provided by the shared log make it possible to simplify the
software running on top. Therefore, a shared log is at the core of available open-source
systems like Kafka [1] or BookKeeper [8]. Another example would be Facebook which
made an effort in the recent years to build Delos. This is a database which runs upon
a shared log abstraction [5, 9]. Furthermore, Balakrishnan et al. [10] showed in their
work that it is possible to implement existing systems like ZooKeeper [11] on top of
a shared log with only one thousand lines of code. This is a lot less than the original
implementation and drastically simplifies the system. Due to the rising popularity of
the shared log abstractions, an increasing amount of shared log services like Google
Pub/Sub [12] or AlibabaMQ [13] are offered by cloud providers [14].
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1 Introduction

A vital performance boundary for any shared log is that the entries must be persistent
on a storage device. So in the case of a server failure, all entries are stored, and no entry
is lost. Developers only had access to two types of storage for the last decades: volatile,
fast memory, and solid, slow storage. Therefore, existing shared logs [6, 14, 15] are
build on top of Solid-Sate-Drives (SSDs). SSDs provide higher performance than the
older Hard-Disk-Drive (HDD), but they still suffer from a high I/O latency compared to
memory. Through the technological advancements in the field of Non-Volatile Memory
(NVM), mostly known as Persistent Memory (PM), there is now a third type of storage
that offers performance close to memory, but persistent data storage. The first actual
PM hardware module was released by intel [16] in 2019. The question comes up for
what kind of systems PM is relevant and could bring performance boosts. Besides
the long-awaited release of Persistent Memory hardware, interesting advancements in
the networking area have also been made. Namely, user-space networking is on the
advance and promises fast packet processing [17, 18]. This thesis, therefore, investigates
how to leverage these new advancements. To do so, two main research questions are
examined in the following chapters:

• How to design a shared log with the recent advancements in networking and
Persistent Memory?

• How to design a highly parallelized shared log that offers high throughput for
read-heavy workloads?

Our contributions are the design and evaluation of Ikaria, a highly parallelized shared
log system that makes use of modern networking and Persistent Memory, providing
Strong Consistency.

This thesis is organized into seven further chapters. In chapter 2 we give a short
overview of Persistent Memory, modern networking, and replication protocols. After-
ward, we describe the design of our shared log Ikaria in chapter 3, with its API, single
components, consistency models, and failure recovery. In chapter 4 the actual imple-
mentation of the shared log is presented and described in detail. We evaluate Ikaria in
chapter 5, where we describe the experimental setup and present benchmark results.
In chapter 6 other shared logs are presented and classified, CORFU, Scalog, Fuzzylog,
Delos and Tango. We conclude the thesis in chapter 7 and open up possibilities for
future work.
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2 Background

This chapter describes hardware and software technologies that are referred to and
used in this thesis. Furthermore, important theoretical concepts are introduced. Besides
Persistent Memory and modern network technologies, we give a short overview of
replication protocols, particularly chain replication and CRAQ.

2.1 Persistent Memory

Persistent Memory, or Non-Volatile Memory, is a new hardware class that can be
classified between volatile memory and block-based storage (e.g. SSD, HDD). It
provides persistent storage, byte-addressability, and latency which is close to Dynamic
Random Access Memory (DRAM) while offering a lower cost-per-bit [19–21]. The byte-
addressability opens up an advantage, especially when reading/writing small amounts
of data. Compared to SSDs, for which commonly the smallest native read/write block
is 4 kB, this can give performance and latency boosts [22, p. 6]. Similar to DRAM,
PM is connected to the memory bus and therefore accessible for the CPU over its
memory controller [23]. The only commercial available PM at the moment is the Intel
Optane Persistent Memory module [16]. This Optane PM module can be used in two
different operation modes [24, 25]. When using the Memory Mode, it is transparent for
applications and can be used like standard volatile memory. Since this mode is not
of particular interest for shared log applications, this thesis will focus on the second
mode. In the App Direct Mode, the PM is accessed through a PM-aware file system (e.g.
ext4, xfs, NTFS) [26] with the direct access extension (DAX) [23, 27] enabled. Usually,
when accessing block-devices, the device pages are cached in the memory for faster
access. For PM, this would include an unnecessary copy from DRAM to PM. Since
PM offers a close to DRAM latency, the page cache should be avoided by enabling the
DAX feature. Another advantage of circumventing the page cache is to eliminate the
use of the kernel I/O system out of the data path [26]. There are two issues that have
to be taken into consideration when working with PM hardware currently available,
especially in the case of a system failure. First, the current hardware only supports
atomic updates for values up to 8 B [28, p. 56]. Second, when cache lines are written
back to the PM module, the correct write order is not guaranteed [23, p. 20]. When the
writing process is interrupted by a system failure, it could lead to an inconsistent state.
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2 Background

2.1.1 Persistent Memory Development Kit

Intel introduced the Persistent Memory Development Kit (PMDK) in 2014, which is
a collection of libraries and tools to help developers leverage PM [29]. The PMDK
includes libraries for volatile and persistent use, but we are focusing on the persistent
libraries in this thesis. These libraries automatically detect whether the underlying
hardware is PM or another storage type and if the Operating System (OS) and CPU
support PM. They use the correct persistence methods and make use of other platform
depending optimizations (e.g. DAX, specific CPU operations) [23]. The libpmem library
[30] is the basis for all persistent PMDK libraries. It provides low-level access to PM
by abstracting away hardware tasks like cache flushing [31]. For this project especially
important is the libpmemlog library [32] which offers functionality for managing a
PM-resident log file namely PMEMlogpool is particularly relevant. This file consists of a
header for metadata and is mapped continuously in the application’s virtual address
space [32].

2.1.2 Emulating Persistent Memory

Up until now, obtaining PM hardware has been a problem. Hence, finding the best way
to do research and still have representative evaluations is a reoccurring question. There
have been attempts to emulate PM e.g. by adding artificial memory access latency
[33, 34] or by software emulations [35, 36]. As Yang et al. [25] show, there are several
specific hardware characteristics of the Optane PM module which make emulating quite
tricky. First, they confirm the Intel-provided bandwidth measurements [37]. They show
that the module performs very differently when accessing sequentially or randomly.
Intel states that for sequential/random read accesses the bandwidth is 7.6 GB/s and
2.4 GB/s, respectively, whereas for sequential/random write access the bandwidth is
2.3 GB/s and 0.5 GB/s, respectively [37, p. 350]. Second, the access granularity for the
Optane PM module is 256 B [16], which means that smaller random accesses are less
efficient. Furthermore, accesses which are a multiple of 256 B are more efficient. Like
SSDs or DRAM, the PM module has a controller which performs tasks like bad-block
management, wear-leveling, and write-buffering. Due to the internal controller’s write
buffer size of 16 kB, random writes which are having this access locality are performing
better. Another difference to DRAM is that accessing the Optane PM with multiple
concurrent threads leads to contention at the internal controller buffer and the memory
controller buffer, which leads to a performance drop. These hardware characteristics,
which Yang et al. [25] present in their work, have not been considered in the currently
used emulator techniques. [25]
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2 Background

2.2 Modern Networking

Alongside the availability of low latency and high bandwidth PM, datacenter network-
ing evolved in the past decades. Possible network data rates experienced a rise to
up to 100 Gbit/s throughput nowadays and are assumed to reach 200 Gbit/s in the
foreseeable future [19, 38]. For providing and leveraging these theoretical possible net-
work speeds, there has been a focused development in specialized hardware-software
co-designed technology like Remote Direct Memory Access (RDMA) [38, 39], Field Pro-
grammable Gate Arrays (FPGAs) [40], or programmable switches [41]. The traditional
kernel-based TCP/IP network stack cannot provide the needed performance anymore
for several reasons. Firstly, context switches between user and kernel space are too
expensive [17, 18]. Secondly, there is a copy overhead since the received data must
be copied from the kernel buffer to the application buffer [18]. Cai et al. [18] recently
provided a detailed analysis of the network stack overheads. These problems are the
reason why user-space networking is on the advance with, for example, the previously
mentioned RDMA and the Data Plane Development Kit (DPDK) [42].

2.2.1 Remote Direct Memory Access

The general idea behind RDMA is to separate data movement overhead from data
processing and to relieve the strain on the CPU. As the name indicates, RDMA enables
a machine to manipulate data in another’s machine DRAM over the network while
bypassing the remote CPU [21]. RDMA provides lower latency and higher bandwidth
by keeping the connection state and coordination between the two (or more) machines
in the Network Interface Card (NIC). Due to this fact, RDMA can not only bypass the
remote CPU, but there is also no need for an application to use the OS kernel-based
network stack [21]. Since the connection state is kept in the NIC, special hardware
called RDMA network interface cards (RNICs) is required. At the moment, RDMA
is natively supported by fabrics like Infiniband or Cray Aries, which are commonly
used in high-performance data centers [43]. For the ethernet fabric, there is RDMA
over converged Ethernet (RoCE), which implements RDMA in existing Ethernet-based
data centers by wrapping an Infiniband packet in an ethernet packet [39]. There are
two classes of RDMA-Operations: one-sided and two-sided operations. When using
one-sided operations like read/write, the client process is handling everything and
manipulates the remote memory without the remote CPU involved. In two-sided
operations namely send/receive the CPUs of both machines are involved [43]. When
performing an RDMA-write request, the local RNIC copies the data to the remote RNIC
buffer. From there, the remote RNIC’s Direct Memory Access (DMA) engine will write
the data over the PCI bus to the L3 cache bus or directly to the memory controller,
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2 Background

depending on the system [20]. Since RDMA has been designed for volatile memory
in the first place, several challenges arise, especially with data durability, when using
it with PM [19]. One problem occurs when data is sent to another machine, it is not
guaranteed that the data is persisted once the RDMA-write completes [19]. It could
still be in one of the buffers (e.g. RNIC-DMA engine buffer, L3 cache etc.) in the data
transport chain on the remote host. Proposed solutions for this problem are sending a
read-after-write request or performing an explicit cache flush when the data is in the
L3 cache. These approaches sacrifice latency and performance [19].

Figure 2.1: RDMA read/write data flow. This figure is inspired by the Intel RDMA PM
documentation [44].

2.2.2 Data Plane Development Kit

The DPDK is an open-source project started by Intel that provides several data plane
libraries and user-space poll-mode network drivers (PMDs). When the NIC receives
new data, it does not send an interrupt to inform the CPU as in the currently used
kernel network stack. Instead of this, it just copies the data directly via DMA into
the memory [42]. The PMDs must now poll to get the received data which is more
efficient than the interrupt-based approach [18, 42]. DPDK implements efficient data
structures to fulfill tasks that were usually done by the kernel network, like a zero-copy
and lock-free Rx/Tx ring buffer or hugepage-backed memory pools. Therefore DPDK
enables to perform the whole network processing asynchronously and efficiently in the
user-space [42, 45, 46].
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2.2.3 Remote Procedure Calls

With a Remote Procedure Call (RPC), a local process can trigger a procedure on a
remote host. Since this procedure may include any control flow, it is much more
versatile than a single RDMA request [43]. As an asynchronous general-purpose RPC
library, eRPC [47] tries to close the rising gap between sacrificing performance and
generality. It is a polling-based end-to-end solution that builds upon existing transport
layer protocols like RDMA, DPDK, or RoCE. Because these protocols do not offer
reliable packet I/O, eRPC comes with packet loss handling and congestion control.
Latencies are comparable to native RDMA. For example, an eRPC call has a median
latency of 2.1 µs compared to 1.9 µs with an RDMA-read on an Infiniband fabric [41].
When transferring large messages, eRPC sends with a bandwidth of up to 75 Gbit/s.
Every application thread creates an RPC object with a unique id, with which they can
establish one-to-one connections between each other and enqueue/receive requests. For
each request, a request and response hugepage-backed DMA-capable memory buffer,
called MsgBuffer, has to be allocated in which the data is written. These two buffers
belong to one request and cannot be reused in another request [41].

2.3 Replication Protocols

The high availability and performance of online services are critical requirements for
most companies. Since a single server can fail unexpectedly, data or full services are
replicated to stay available even when one server fails. After replication of the data,
every server can answer queries for this object in some replication protocols, increasing
the service’s overall performance. Gavrielatos et al. [48] differentiate replication proto-
cols whether they work in a centralized or decentralized manner. Centralized protocols
incorporate a dedicated leader node that serializes requests like in chain replication
(CR) [49]. For protocols working in a decentralized manner, all nodes need to reach an
agreement over the total order. Further, Gavrielatos et al. subdivide protocols if they
imply a total order over all requests for all keys, or in our case, multiple logs, (e.g. Raft
[50]) or only imply an order over the requests per-key, or a single log, like CR [49] [48].

2.3.1 Consistency Models

A consistency model specifies which guarantees and assumptions a system offers when
a user interacts with it through requests [51, p. 2]. It is essential to know for a user
if read data could be stale or is guaranteed to be up to date. Various consistency
models exist, which can be ranked by how strict the provided guarantees are. Strong
Consistency, namely Linearizability or Sequential Consistency, herby means that the
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replication system is transparent for an accessing application, so it cannot differentiate
between one server and a replicated multi-server system [51, p. 4]. All requests have to
be executed in a total order consistent with the clients’ request orders. Linearizability
is even more strict than Sequential Consistency by demanding that a request must
take effect before it completes [48]. Due to this offered transparency, even if Strong
Consistency is not needed explicitly, a storage layer that provides this consistency level
enables overlying layers a more straightforward way of working with the storage [49].
Implied by the CAP theorem [52] a stricter consistency model could mean a higher
latency for finishing a request, performance penalties and under certain system failures
lower availability guarantees [53] [51, p. 10]. For systems that prioritize high availability
or low latency, a weak consistency guarantee that does not assure returning the most
up-to-date value is sufficient. Eventual Consistency is a weak consistency guarantee,
but since it provides low latency and availability even in the case of network partitions,
applications are leveraging this approach (e.g. DynamoDB [54]) [51]. If the system
does not receive any new updates, Eventual Consistency assures that all replicas will
eventually converge to the same state. This is why queries can return stale data, or
messages can get lost due to a system failure or network partition. Eventual Consistency
is therefore more of a liveness guarantee instead of a safety one [53] [51, p. 12].

2.3.2 Chain Replication

Chain Replication (CR) is a simple replication protocol that provides Strong Consistency,
more specific Linearizability [48] while offering thread scalability and maintaining high
throughput and low latency [49]. It is a special case of the primary/backup replication
protocol (also known as passive replication) [55] in which the primary node sends
write-requests to all backup nodes, waits for their acknowledgments, and then returns
to the client while doing local reads for read-requests. In the CR protocol, all nodes are
connected in a chain of length c, in which the first node is the head node, and the last
node is the tail node. Compared to the primary/backup replication, not every node
has a connection with the leader (primary) node. Between head and tail, there can
be several middle nodes. Therefore, the replication factor depends on c. For a new
entry to be replicated, it must traverse the whole chain from head to tail. CR offers a
better load-balancing and throughput than the naive primary/backup replication since
read/write requests go to the head or tail node, respectively. Therefore the leader’s
node responsibilities are split between these two nodes. One limitation of the CR is
that only the tail node may answer read-requests [49].
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2.3.3 Chain Replication with Apportioned Queries

Chain Replication with Apportioned Queries (CRAQ) [56] tries to solve those previously
mentioned limitations of CR by enabling every node to do local reads. This is done by
adding a state to each entry which represents if the entry has already been committed.
In the case of CR, that is when the entry has been replicated on the tail node. The
tail node sends a message backward through the chain, so all nodes know that the
entry is committed and set the state, respectively. This enables the node to answer read
requests for this entry by reading locally. As Gavrielatos et al. [48] show, local reads do
improve the overall performance through load-balancing read-requests over all nodes in
the chain. In read-heavy workloads, most of the entries will be clean and served by
all nodes locally. Therefore, the throughput will increase linearly with the size of c. In
write-heavy workloads, the performance remains at least the same [56].
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3 Design

In this chapter, we introduce Ikaria, an append-only shared log designed for read-heavy
workloads and intra-datacenter deployments which incorporates the CRAQ replication
protocol [56]. The system consists of multiple servers (referred to as nodes), where
the log is replicated. The actual log is stored on Persistent Memory on every server to
leverage the low latency and high bandwidth. Further, Ikaria makes use of user-space
networking by using the eRPC network library [47].

The following sections present the API of Ikaria, give an overview of the overall design,
describe the different system components in detail, explain the provided consistency
models and the failure recovery.

3.1 Ikaria API

A client can access Ikaria with the for logs essential operations:

• append(data) ! logPosition : The append-request adds new data to the end of
the log and returns the associated logPosition for later accessing the log entry
again.

• read(logPosition) ! data : The read-request returns for a given logPosition the
associated data.

Clients can interact with the log by sending read-requests to every node in the chain
and append-requests to the head node. The append operation only returns after the
data has been committed, which means the data has been replicated on all nodes
and therefore provides Strong Consistency. Ikaria offers two different consistency
levels for the read-request: Strong Consistency and Eventual Consistency. The provided
consistency models are described in more detail in subsection 3.2.2.

3.2 System Design

Our System is based on the layered architecture style [57]. Ikaria is divided into the
following three layers:

10



3 Design

• Log Layer

• Replication Layer

• Network Layer

We designed our log with a layered structure since flexibility and adaptability have
been a design goal. It makes it easy to use another replication algorithm or another
networking library on top of the application. In Figure 3.1 a system overview of Ikaria
is given. As a storage medium, we use Persistent Memory. We designed our log to use
continuous persistent address space to store and retrieve log entries. The Log Layer
offers an abstraction for persisting and retrieving such log entries. The Replication
Layer manages the log consistency and provides interfaces for the Network Layer and
the Log Layer. As we use CRAQ as a replication algorithm that is based on CR, all
nodes need to be connected in a chain. Therefore, the Network Layer establishes the
connection with the other nodes: the predecessor node, the successor node, and the tail
node. It is also responsible for receiving and sending messages via the network library
eRPC [47].

Figure 3.1: Ikaria System Overview
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3 Design

A more detailed figure of the software architecture of Ikaria is shown in Figure 3.2.
As explained before, we incorporate a layered architecture for our software design.
The Network, Replication, and Log Layer and their components are grouped in the
LogStack component as shown in Figure 3.2. The LogStackManager manages the LogStack
by initializing and terminating it. It is also responsible for passing on requests of the
clients to the LogStack. Classes connected with a dashed arrow in Figure 3.2 imply a
dependency between them. For example, the LogStackManager class depends on the
Replication class for passing on requests. The design and functionality of the individual
components are described in the following sections in detail.

Figure 3.2: Ikaria Software Architecture (UML Component Diagram)

3.2.1 Network Layer

The Network Layer is responsible for establishing connections with other nodes and
for handling incoming and outgoing messages. For communication between the chain
nodes, we make use of the current advancements in network research. We design Ikaria
to function with asynchronous user-space networking. Therefore, we make use of eRPC
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3 Design

[47] as an asynchronous network library. eRPC handles packet loss and, therefore,
provides reliable packet I/O which Ikaria relies on [41].

As shown in Figure 3.2 the Network Layer consists of three classes: the Inbound, the
Outbound, and the NetworkManager class. The Inbound class handles incoming messages
via the request handler and sends the associated responses. The Outbound class es-
tablishes a connection to another node and sends messages respectively receives the
responses via the continuation callback function. One instance of this class corresponds
to one open connection to another node. So for every needed connection, another
instance of the Outbound class has to be created. Since Ikaria is based on CRAQ, a
connection to the predecessor node, successor node, and the Tail node is needed. The
NetworkManager manages these connections and distributes incoming and outgoing
messages which it receives from the previously outlined classes or the Replication Layer.
The NetworkManager is, therefore, the interface between the Network and Replication
Layer.

All data which is sent between the nodes has a header attached to it. The in-flight
header is shown in Figure 3.3 and includes besides the messageType, the logPosition
of the logEntry struct (see subsection 3.2.3) which is sent as payload as well. The
messageType variable is used to differentiate between the different operations whereas
the logPosition variable is needed by the Replication Layer. In the following section,
we go over the Replication Layer and explain the workflow of the different operations.

Figure 3.3: In-flight data packet struct

3.2.2 Replication Layer

The Replication Layer incorporates the logic of the replication algorithm. As our goal is
to design Ikaria for read-heavy workloads, we use the CRAQ algorithm (described in
subsection 2.3.3). As CRAQ enables nodes to read locally, superior read load balancing
over the original CR protocol is archived [56]. Since local reads might violate the
consistency model each logEntry has a state attached to it (see logEntry header in
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Figure 3.9), which is either error, dirty or clean. The dirty state implies that an
entry is written but possibly not committed yet. The state clean marks an entry as
committed. All other logEntries are marked with the error state which is the default
state. This means that the entry has not been written yet. We outline our rationale
behind this design choice in subsection 3.2.3.

An entry is considered as committed as soon as it is replicated on the Tail node.
Additionally, we extend the CRAQ protocol by an uncommitted read-request. Com-
pared to the read-request offered by CRAQ, the uncommitted read-request offers only
Eventual Consistency. The different request types and their workflows are described in
the following sections.

The Replication Layer (see Figure 3.2) consists of the Replication class. As shown
in Figure 3.2, the Replication Layer is instantiated by the LogStackManager (visualized
through the dashed arrow). The Replication Layer instantiates the Network and
Log Layer classes as it is the core of the system. The Replication class offers two
functions for each messageType. One function for dealing with incoming requests (e.g.
append) and one for processing received responses for previously sent out requests
(e.g. append_response). We need two separate functions since we use asynchronous
networking and, therefore, a response is not directly received after the request is sent
out. The logic in these functions differs depending on the node type: Head, Middle, and
Tail. In the following sections, we describe for every message type how the message is
sent through the chain and the flow of the message through the node layers. After this,
we discuss the provided consistency properties.

Append-Request

When a client wants to append to the log, it sends a message to the Head node, where
the appends get serialized by assigning a sequential and dedicated logPosition. Once
an append is serialized, there are only two outcomes: It will be committed, or it will
be lost due to a node failure, and the logPosition will be filled with a junk value (see
section 3.3). When a node receives an append-request, it writes the data to its local log
at the given logPosition and marks it as dirty. After this, it forwards the request
to its successor. Since every append-request gets a unique logPosition assigned at the
Head node, multiple threads can write on a node’s log concurrently without interfering
with each other. When the append-request reaches the Tail, it replicates the entry as well
and sets the state of the entry to clean. After this, the Tail sends an acknowledgment
(append-response in the following) reversely down the chain to its predecessor node.
When a node receives such an acknowledgment message, it marks the associated
entry as clean. The Head acknowledges the append-request since it already holds an
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established connection with the client. The Head replies directly to the client, even if
not all previous logPositions have been acknowledged yet. Figure 3.4 displays the
message flow of an append-request (black arrows) for some data A at logPosition x
as it propagates through the chain. In every figure, the Middle node is exemplary and
could consist of multiple Middle nodes.

Figure 3.4: Append-request Message Flow through the chain (UML Collaboration Dia-
gram)

Even if the Head or another node crashes, no already acknowledged message is
lost as described in section 3.3. How we deal with lost append-request due to node
failures is explained in section 3.3 as well. Since we are assuming that all messages
arrive at each node eventually (see subsection 3.2.1) the log will only contain holes
temporarily. Due to the serialization of append-requests at the beginning, the Head
replying directly to the client after receiving an acknowledgment and the fact that we
present an append-only log, we eliminate a requirement the original CR protocol had:
a FIFO link between the nodes. This way, we can send messages through the chain
concurrently regardless of the logPosition, which enables performant multi-threading.

When a node receives an append-request, a sequence of functions is called. The
sequence diagram in Figure 3.5 visualizes the message flow through the different
layers and classes. After the Inbound class receives the message via the request handler,
the NetworkManager calls the dedicated append function in the Replication class. The
Replication class delegates the message to the Log Layer, which writes the entry to the
log. After the message is persisted, the node forwards the request to its successor node,
which is done by the Outbound class. If the node is the Tail node, it does not forward it
to its successor but prepares the append-response message which includes the assigned
logPosition. It then sends the append-response via the Inbound class to its predecessor.

15



3 Design

Figure 3.5: Append-request Message Flow through a node (UML Sequence Diagram)

The sequence diagram of an append-response is shown in Figure 3.6. First, the con-
tinuation function is triggered by the eRPC library in the Outbound class. Then the
Replication class updates the state of the entry from dirty to clean by calling the
offered state update function of the Log Layer. Then the message is sent by the Inbound
class to the predecessor node by responding to the corresponding previous received
append-request.

Figure 3.6: Append-response Message Flow through a node (UML Sequence Diagram)

In Ikaria Strong Consistency guarantees that all append-requests are sequentially
ordered and not acknowledged until they are committed. The ordering is fulfilled since
all append-requests have to be sent to the Head node where they get a unique logPosition.
The second guarantee is fulfilled since the Head sends the acknowledgment to the client
only after the Tail node has replicated the entry. Therefore, the append-request guarantees
Strong Consistency. If the Head sends an acknowledgment for a committed append-
request for logPosition o to the client, it is not guaranteed that every logPosition
smaller than o has been acknowledged already. This is not a problem for keeping the
Strong Consistency guarantee since acknowledged entries will not be deleted from the
chain due to e.g. a node failure. The same assumption is made by other shared logs
(e.g. CORFU [6]) as well.
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Read-Request

When a client wants to read an entry from the log, it can send a read-request to every
node in the chain. This is possible because every node knows the state of a specific
logEntry. When the requested entry is marked as error or clean, the node can answer
the request directly as shown in Figure 3.4. In case the entry is marked as dirty, the
node sends a small state-request to the Tail to check if the entry has been committed by
now. This happens if either the append-request has not reached the Tail yet and/or the
acknowledgment message for this entry is still somewhere in the chain and has not
reached the node yet. The state-request only includes the logPosition of the requested
entry, therefore, it is relatively small. Ikaria does not wait for the response by the Tail
but continues to process further requests. When the Tail receives the state-request for
a logPosition, it checks if the corresponding logEntry has already been committed.
If this is the case the Tail returns clean to the requesting node. In the case of a log
entry’s specific append-request has not reached the Tail yet, the Tail answers with the
state error. An entry on the Tail node is never dirty as every entry is committed as
soon as the entry is persisted on the Tail. As explained in the following subsection 3.2.3,
we assume that the state of all not written entries is set to error which is how the
Tail can find out if the entry has already been written. Depending on the returned
state, the node either returns with its local read value since the requested entry has
been committed by now, or it answers with an error message for retaining the Strong
Consistency guarantee since the entry has not been fully replicated yet. This procedure
is visualized in Figure 3.7.

After discussing the message flow of the read-request through the chain, we present
the message flow through a node in the following paragraph. The sequence diagram of
a read-request is modeled in Figure 3.8. When such a request arrives, independently of
the node type, the Replication class asks the Log Layer for the requested entry. If the
state is error or clean, the node can directly answer the client since the message has not
arrived yet or is already committed. In the case of the state being dirty, the Replication
class creates a new state-request, for asking the Tail about the current state of the entry.
The Replication Layer forwards this request to the Network Layer, which transmits
the message. On the Tail, the state-request function asks the Log Layer for the specific
entry and returns as a state-response the current state to the requesting node. This is
not visualized in Figure 3.8 directly but the sequence of invoked functions is similar to
reading a clean entry. When the Replication class of the requesting node receives the
state-response it acts accordingly. If the state is clean the Replication class calls the Log
Layer to update the entry’s state and answers the previous receive read-request with its
local entry. Otherwise, the Replication Layer returns an error message, which means
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Figure 3.7: Read-request Message Flow through the chain (UML Collaboration Diagram)

that the entry does not exist yet or is not replicated on all nodes.

Strong Consistency for the read-request guarantees that every node is returning the
latest state known by the Tail. Since all append-requests are only committed when they
have reached the Tail it will never be the case that two read-requests to different nodes in
the chain return two different answers. This is ensured through the state-request, where
each node can request the current status of a specific logEntry, as mentioned before.
By asking the Tail node first if the entry has already been committed, it can be ensured
that the most up-to-date value is returned. Therefore, the read-request guarantees Strong
Consistency.

Uncommitted Read-Request

Besides the normal read-request, Ikaria offers an uncommitted read-request as well. This
read-request type only holds Eventual Consistency as some systems do not rely on
Strong Consistency [54]. When a node receives such a request, it checks locally if a
logEntry has been written for the requested logPosition, independently if the state is
dirty or clean. If this is the case, it directly returns the entry to the client. Otherwise,
it returns an error message. Compared to the Strong Consistency providing read-request,
the overall performance should improve by eliminating the need for state-requests to the
Tail. Therefore the latency for this request should be lower as well.
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Figure 3.8: Read-request Message Flow through a node (UML Sequence Diagram)

The message flow on a node is the same as a local read for a clean logEntry which is
shown in Figure 3.8. The message flow for the uncommitted read-request does not differ
between the three node types: It asks the Log Layer for the requested logPosition and
returns whatever the Log Layer returns to the client.

Eventual Consistency guarantees that a node which receives an uncommitted read-
request returns the logEntry regardless if its current state is dirty or clean. When the
entry’s state is dirty, the state-request is omitted, and the latency of the request is lower.
During a chain reconfiguration phase in the case of a Tail node failure (see section 3.3)
read-request can still be answered for entries with state dirty. Two read-requests sent to
two different nodes in the chain could return different results in the case the initial
append-request has not reached both nodes yet. Therefore, Monotonic-Read Consistency
is only satisfied if a client sends the read-requests to the same node [56]. It could also
happen that a client reads an entry from the Head node before the Head has forwarded
the request to its successor. In the case of a Head failure this entry would be lost, which
is in line with the definition of Eventual Consistency [48, 53].

3.2.3 Log Layer

The main task of the Log Layer is to persist data, and it offers functionality for reading,
writing, and updating entries to the Replication Layer. We introduce the dedicated Log
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class to achieve a clear separation between the storage library and our implementation
so that it can be easily exchanged. The main task of the Log class is therefore to provide
an abstraction of the storage library. Since we need to make sure that a logEntry is
persisted before forwarding the request, we need a persistent storage medium. Before
PM existed, flash drives have been used for this purpose [6]. Since we have to persist the
entries, any storage type which provides better access performance and latency should
provide better performance and latency for the shared log. That is why we design our
log for Persisting Memory as a storage medium. As storage library we are making
use of PMDK [29] (see subsection 2.1.1) for managing the PM. Due to our layered
approach, the Log Layer can be exchanged easily for another implementation if needed
e.g. an implementation based on the Storage Performance Development Kit (SPDK) [58].

The log itself resides on every node in the chain, and we assume that it lies contin-
uously in the address space. Each entry is persisted in the logEntry struct which is
shown in Figure 3.9. It includes the popcount value, the state of the entry, the length of
the data, and the actual data. Each logEntry has a fixed size of l bytes, which has to be
determined at the application start. This makes it possible to access a specific logEntry
in O(1) since the memory address of an entry can be calculated by multiplying the
logPosition with l.

We require the log file to be zero-filled before being used. This assumption is reason-
able since it is a common practice in database systems [59]. This enables every node
to check if an entry has already been written by just reading locally. If the value of
the state of the entry is zero, which is equal to the error state, the node knows that
this entry has not been written yet. Another reason for this requirement is that we use
the approach presented by Van Renen et al. [59] as logEntry design. By adding the
bit count of the header and the payload to the logEntry, the presented approach is a
way to persist an entry to PM by just flushing once. Normal procedures use a second
flush to add e.g. a checksum at the entry’s end to signal that the entry is consistent.
Van Renen et al. [59] show in their work that flushing an additional time to PM brings
significant performance penalties, which we want to avoid.

When appending an entry, the population count popcount value (number of set bits)
of the dataLength header entry and the data itself is calculated. The state is not part of
popcount calculation. The reasoning behind this is that we do not have to update the
popcount value when we update the state e.g. setting it from dirty to clean. Since
the state is updated atomically, and the state is checked by the Replication class it is
not necessary to include the state in the calculation. It is important to note that only
the actual size of the entry is written to the log and not the total fixed entry size. This
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ensures that even with the given fixed size Ikaria does not lose any performance when
variable size entries are persisted.

Since the log file is zeroed and the flush of the popcount value is atomic, a local read
can always verify if an entry has been completely written or not [59]. This is necessary
since a write of an entry to the log is not atomic and could be interrupted by read access
from a different thread. With the addition of the popcount value and the zeroing of the
log file before the system starts processing requests, we can assure the consistency of
the entries at all times. The Log class checks through the popcount value if the data
from an logEntry is consistent. The popcount value is correct when the entry is not
written yet since all bytes are zero as is the popcount value. In this case, the Replication
class can find out that the entry has not been written yet. Since the error state is equal
to the value zero, the Replication class can verify that the entry is empty and does not
need to ask the Tail for the state of the entry. This way, concurrent writes, due to the
distinct logPosition, and reads are possible and safe, and therefore the log can be
accessed concurrently.

Calculating the bit count value might be less efficient than flushing twice if the entry
sizes are getting bigger. Van Renen et al. [59] showed that it is faster up to at least an
entry size of 512 B, especially when the size is aligned to a multiple of the cache line
size. As we argued before, PM is well suited for smaller entry sizes than the standard
Linux page size of 4096 B because of the byte addressability. That is why we decided to
use the single flush approach.

Since the current PM hardware does not perform well when accessed by multiple
threads concurrently [25], multiple PM modules can be used. To not exhaust one PM
module, the log can be split over n PM modules with a simple round-robin scheduling.
Each module gets an identifier starting from 0, counting up which orders them in total
order. The responsible module for a specific logPosition o can be calculated by: o
(mod n). The memory address for the logEntry is therefore: bo/nc · l.

Figure 3.9: logEntry struct
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3.3 Failure Recovery

Providing local reads comes at a price. The premise for offering local reads is that it
has to be ensured that every append-request reaches every node and not just a quorum
of nodes [48]. If one node in the chain or a network link between two nodes fails, the
append-requests can not be processed until the chain has been reconfigured. Read-requests
for already replicated log entries can still be served by the other nodes in the chain.
Since a node which discovered that its predecessor/successor failed, does not know
the predecessor/successor of the failed node, some kind of coordination service [11,
60] for the node membership management is needed [49, 56]. The coordination service
keeps a connection with all chain nodes and reconfigures the chain when a node fails.
In the following, the chain recovery will be described and explained how the Strong
Consistency guarantee can be assured.

In Ikaria there are three types of possible failure scenarios:

• Head failure

• Middle failure

• Tail failure

Head failure: When the Head fails, it will be removed from the chain, and its suc-
cessor will become the new Head node. The new Head checks locally for holes in the
log and which entry has the highest logPosition regardless of the state. It could be
the case that the entry at logPosition o has been lost due to a network failure between
the old Head and the new one or has not been sent at all due to a node failure, but the
entry at position o + 1 is in the local log of the new Head. Since the old Head failed
it cannot resend the entry o. This means that this message is lost. Because the new
Head has not received o, no other node has received it either, especially not the Tail.
It, therefore, creates an append-request for all these missing log entries and fills them
with junk values. The new Head then sends these requests to its successor as usual.
This way, the log will not contain any holes due to lost messages. The new Head needs
to find the highest written logPosition o since it has to set its serialization counter
to o + 1 for assigning new incoming append-requests unique logPositions. Now the
new Head can start processing append-requests as normal. The client that has sent one
of the append-requests which have been lost cannot tell the difference if its message is
ignored or maybe just lost on the way to the Head node, so it will just retransmit it. This
complies with the Strong Consistency guarantee since no log entry is deleted, which
has already been committed (or could have been). Therefore, no read-request could have
been already answered for such an entry.

22



3 Design

Middle failure: If a Middle node fails, it will be removed from the chain. The
predecessor and successor of the crashed node need to establish a connection to have
a connected chain again. This is handled by the previously mentioned coordination
service. As soon as the two nodes have an active connection, the predecessor has to
resent every log entry with the state dirty to its new successor. These are the messages
which are not fully replicated yet. Therefore, it could be the case that one of these
messages has not been forwarded by the failed node. Resending all these messages
can assure that no message is lost and they will be committed. As an optimization,
the successor could resend the last few acknowledgments for committed entries to
the predecessor. Since these messages could have been lost due to the node failure as
well, it would enable all nodes up to the Head to answer read-requests locally. This is
not necessarily needed because if the node receives a read-request for an entry that is
still marked dirty, it can always send the Tail node a state-request for finding out the
current state.

Tail failure: When the Tail fails, it will be removed from the chain, and its predecessor
becomes the new Tail node. The new Tail sets the state for every log entry which is
replicated in its local log and has currently the state dirty to the state clean. Since it is
the new Tail, the messages are automatically committed when they are replicated in its
local log. For all the new committed entries, it sends the acknowledgment messages
to its predecessor as usual. This has to be done since the Tail could have committed
new entries ocommitted + x = onew, answered read-requests for onew, but has not sent the
acknowledgment message for onew, which, therefore, has not reached the new Tail node
(the previous predecessor of the old Tail). No messages are lost, due to the implicit
requirement by CR, that every message which has reached the Tail must have reached
its predecessor before. This satisfies the Strong Consistency guarantee.
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After we presented our design for Ikaria in the last chapter, we now describe our
approach for the implementation. The application is written in C++ and is based on the
C++17 standard. We make use of three external libraries namely eRPC [47], PMDK [29]
and libpopcnt [61]. eRPC is the used network library, PMDK offers APIs for interacting
with persistent memory (see subsection 2.2.3 and subsection 2.1.1), and libpopcnt is
used for calculating the popcount value.

One general requirement for the implementation is high performance. Therefore we
reduce the need for copying and moving objects/data, reduce the number of expensive
system calls, and the use of virtual functions. Due to the lack of virtual functions, there
are no C++ interfaces in use. Therefore the layers do not provide actual services, making
them easier to replace, but an attempt was made to keep the interfacing functions as
similar and clean as possible. The client-side of the application is not a part of this
implementation. For the evaluation of our implementation, the messages are generated
in the Replication Layer itself, which is described in chapter 5. In the following sections,
we describe implementation-specific details and how we incorporated the associated
libraries.

4.1 Network Layer

As mentioned in the design chapter, we use eRPC [47] for transferring the messages
between the nodes. The eRPC library provides an abstraction for the lowest network
layers and offers a simple API for managing messages asynchronously. For initializing
eRPC and creating an RPC object, a Nexus object has to be created which is done in
the LogStackManager class (see Figure 3.2). The LogStackManager class is the first class
to be initialized, and this way, it is easier to distribute a reference of the Nexus object
to the other classes. The RPC object is then created in the NetworkManager class. As
mentioned in section 2.2, every application thread has to create an RPC object with a
unique eRPC-id. This object can then be used to establish connections and enqueue/re-
ceive requests. A user can create various request types by registering a request handler
for every message type as the next step. Although we need more than one message
type, we choose to only register one request handler with a generic message type in
the Inbound class. We choose this approach because the code for different incoming
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message types in the Inbound class is identical since it only creates the message struct
and passes it to the NetworkManager class. We avoid redundant code by not registering
a request handler for every message type but using only one for all message types.
After registering the request handler, the sessions with the other nodes are established
by creating multiple instances of the Outbound class which sets up the connections.

When a new message is received, the request handler of the Inbound class is called
by eRPC [47]. For every new arriving request, a message struct is created. This struct
includes all vital information like the messageType, a handle for the received request
for sending a response later on, and the request and response MsgBuffer with their
current fill sizes. The information in the message struct identifies a request. It is passed
between the different classes and layers and exists for the request’s lifetime, which is
until the response is sent. A response for a previously received message is sent via the
Inbound class.

When sending a message to another node via an Outbound class, we can pass a
context variable to eRPC [47]. This way, we can identify the message again when the
callback function is invoked when a response is received. As a context variable, the
previously mentioned message struct is used. As soon as a response for a previously
sent message is received, the continuation callback function is triggered by eRPC [47]
which is part of the Outbound class as well. In the callback function, the request can be
identified through the context variable, and the NetworkManager can act accordingly.

Since the eRPC library [47] is an asynchronous framework, we need to run an event
loop for sending and receiving messages. The event loop is called whenever a response
is received, or a message is sent to another node. This ensures that the messages are
sent out immediately, and the latency is kept as low as possible.

4.2 Replication Layer

We have implemented two different replication algorithms: Chain Replication and
CRAQ. These classes can be used interchangeably through the use of C++ templates
[62]. The uncommitted read-request is currently implemented in the CRAQ class. We
implemented the Chain Replication class for comparing it later in the evaluation with
Ikaria. Append-requests are working equally as the append-requests from Ikaria, besides
the fact that Chain Replication is not dependent on the state. Read-requests are only
send to the Tail node which answers either with the logEntry or with an error message.
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4.3 Log Layer

As explained in subsection 3.2.3, the Log Layer of Ikaria uses the PMDK library [29]
(see subsection 2.1.1) for managing the PM. In the following section, we describe what
libraries of PMDK we use and how we extend the libpmemlog library for our use case.

4.3.1 PMDK

The PMDK consists of several libraries for different use cases as explained in sub-
section 2.1.1. For our log, we make use of the libpmemlog library, which is written
in C. While the offered managing functionality of the PM module is convenient to
use, the libpmemlog library, unfortunately, does not allow for concurrent writing to
multiple logPositions. It does not offer a dedicated read method for accessing a
specific logEntry as well. That is why we extend the libpmemlog library by adding three
additional functions:

• pmemlog_write(PMEMlogpool, logEntry, logEntryLength, logPosition): Writes a
logEntry to a specific logPosition.

• pmemlog_read(PMEMlogpool, logPosition): Returns a pointer for a requested
entry which is associated with a specific logPosition.

• pmemlog_zeroing(PMEMlogpool): Writes zeros to the available log space.

The PMEMlogpool contains meta information like a pointer to the start offset of
the log, information if the storage medium is actual PM and if the PM is used in
DAX mode, and so forth. This object is returned when the log is initialized with the
pmemlog_create function of libpmemlog which is called by the Log class during its init
phase.

The two functions pmemlog_write and pmemlog_read are performing checks before
they are writing/reading an logEntry. The pmemlog_read function checks if the re-
quested logPosition is in bounds of the log and just returns a pointer to the logEntry.
The pmemlog_write function checks the logPosition for validity and persists the entry.
The function knows through the PMEMlogpool object, which is passed as a parameter,
if the storage medium is actual PM or not and uses different functions for copying the
data. To guarantee that the data is persisted, a cache-line flush must be performed after
every write to evict the data out of the L3 cache to the PM module [21]. This is ensured
by using the pmem_memcpy_persist function [63] from the libpmem library. We assume
that no append-requests overwrites an already written logEntry due to the serialization
counter assigning separate logPositions (see section 4.2). The third function we have
added is the pmemlog_zeroing function. It writes zeros to the available log address
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space before the log is used. As explained in subsection 3.2.3, this is needed for ensur-
ing consistency. How the PMDK library is integrated and how the consistency of the
entries is ensured are described in the following section.

4.3.2 Log Abstraction

The Log class initializes the PMDK library by creating a new log pool and managing
the PMEMlogpool object during its construction phase. Therefore the path where the
log should be created and the specific log size has to be passed as parameters. After
creating the log pool, the pmemlog_zeroing function is called for zeroing the entire log
address space. When the construction of the Log class is done, it is ready for reading or
writing entries. The pool is closed with the pmemlog_close function in the destructor
of the Log class.

The popcount value is managed in the Log class and not in the pmemlog_write and
pmemlog_read function of the PMDK library [29]. One reason is that for calculating the
value the function has to know the logEntry header Figure 3.9, to write the popcount
value at the correct place. This would mean that our PMDK extended functions would
not be very generic, which is not desirable. If another storage library is used in the
future, the popcount-feature would also have to be added, which is another reason to
place this functionality in the Log class.

The C++20 [64] standard introduced a popcount function in the standard library.
Since we based our implementation on the C++17 standard we use the open-source
library libpopcnt [61]. Another reason why we choose this library is that it calculates
the popcount of an array of a given size which is exactly what we need. This library
implements some improvements for the calculation of the popcount value which are
offered by modern processors [65]. After calculating the popcount value the extended
PMDK function pmemlog_write is called for persisting the logEntry.

The read operation of the Log class retrieves the pointer to the requested entry with
the pmemlog_read function. It then calculates the popcount value for the logEntry and
matches it with the popcount value in the header for checking the consistency. The
pointer and the actual length of the entry are returned to the calling function.

The last function offered by the Log class is the update state function. It sets a new
state with help of the pmemlog_write function by writing the new state to an existing
entry. Since the state is equal or smaller to the atomic size, which is supported by the
processor (in our case 8 B), the update happens atomically.

27



4 Implementation

If our approach for ensuring consistency is not desired, a two-step persisting system
could be added as future work. This can be achieved easily through the state in the
header. The state has to be set in the first flush to e.g. error and has to be changed in a
second flush from error to dirty or clean.

4.4 Bootstrap and Teardown

We have added two more requests besides the append-request, read-request and update-
request. The first is the setup-request which synchronizes the start of operation between
the chain nodes. The setup process is started by the Head node which sends a setup-
request to its successor. As soon as a node is finished with its initialization, it either
waits for the setup-request or, if already received, it forwards the message down the
chain. When the Head node receives the response, it knows that all nodes are ready and
starts processing incoming messages. The other nodes wait until they receive the first
request other than the setup-request before they start to be operational. If every node
would start processing incoming requests as soon as they send the setup-response to its
predecessor, other nodes would still wait for the setup-response and will not process any
incoming requests. The first request other than the setup-request can therefore be seen
as a kickoff for all chain nodes.

The second added request type is the terminate-request which works similar as the
setup-request. When a node receives a terminate-request it stops answering requests from
clients and only processes messages from other nodes in the chain. As soon as a node
receives the terminate-response it forwards the response to its predecessor and shuts
down. This way, it can be assured that every node receives the terminate-request.

The setup and termination process for the chain is the same for every replication
algorithm. These two message types have been added to synchronize the startup and
termination of the different nodes during a benchmark.

4.5 Multi-Threading

To leverage the existing hardware parallelism, our implementation can be initialized
with several worker threads. The threads are managed by the LogStackManager class
(see Figure 3.2). This class offers functionality for starting a desired amount of threads,
terminating them, and retrieving their current status. The shared resources between the
threads are the serialization counter in the Replication Layer, the PMEMlogpool object
in the Log Layer, and the Nexus object in the Network Layer. For simplicity, we create
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an instance of all layers, the complete LogStack, for every thread. Since the Replication
class initializes the other two layers, the LogStackManager class creates several instances
of the Replication class (see Figure 3.2).

In the constructor of the Replication class, a dedicated function is started in a thread
that initializes the other layers. We initialize the serialization counter as an atomic
integer variable [66] which synchronizes the access between the different threads
by design. Every thread accesses the counter with the fetch_add function, which
increments the atomic variable and returns the value before the incrementation. This
way, it is ensured that every new entry gets a unique logPosition independently of
running the application single or multi-threaded.

Since the Nexus object is created in the LogStackManager class, it is created exactly
once and then passed to the starting threads. The request handler function is registered
exactly once at the Nexus object in the Inbound class. This is ensured by using the
call_once function [67] which executes exactly one time. Each thread then uses the
Nexus object for creating the RPC object with a distinct eRPC-id. This object and the
associated eRPC-id are unique per thread. It does not matter which thread registers
the request handler. It just has to be registered once. Incoming requests specify the
eRPC-id they are sent to and therefore the eRPC library distributes the requests to the
thread which created the RPC object with the specific eRPC-id. Since each RPC object
has its own queues for transmitting and receiving messages multi-threaded operations
are not an issue [41]. As shown in Figure 4.1, the Outbound classes from the LogStack
instance connect to the LogStacks on the other nodes which have the same eRPC-id. This
way, we have the same amount of execution chains as we have threads running on a
single node. Every node in the chain must start the same amount of worker threads.
Otherwise, some threads can not start processing requests.

The PMEMlogpool object is created once by the first Log class which is initialized.
This is done the same way as registering the request handler by using the call_once
function [67]. Every application thread therefore writes/reads to/from the same log
file. Due to our design of distinct logPositions and the popcount consistency feature
concurrent accesses to the log are possible.

Through this multi-threaded design, we enable Ikaria to scale well with an increasing
amount of threads, as we show in the following chapter.
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Figure 4.1: Deployment of a three node chain with respectively three instances/threads
of the LogStack running (UML Deployment Diagram)
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After presenting the design and the implementation, we now evaluate the throughput
and scalability of Ikaria.

5.1 Experimental Setup

Our evaluation is performed on a cluster of five servers containing an Intel(R) Core(TM)
i9-9900K, with 8 physical cores (16 threads) each and 64 GiB dual-channel memory
with 2666 MT/s. Each server is equipped with an Intel Corporation Ethernet Controller
XL710 for 40GbE QSFP+ (rev 02). The servers are connected over a 40GbE QSFP+
network switch.

For the evaluation, we are adapting our existing implementation to process requests
and generate them. Therefore, every chain or worker thread is seen as a client and has
a maximum outstanding request window of 50 messages. This is a similar approach
as Terrace et al. [56] followed in their evaluation. Another reason we choose a request
window is that append-requests are a lot slower than read-requests. This is trivially true
for reading locally compared to replicating a entry on all nodes, but also for reading
from the Tail since a read-request is sent directly to the Tail. If we do not limit the
messages in-flight, each thread would keep generating messages and pile unfinished
append-requests since read-requests would finish quickly. This way, we would not be able
to comply with a targeted benchmark read workload, for example, 90% read messages,
since we finish our benchmark after a specific time. Another advantage of this low
outstanding request window is that messages are produced more balanced over all
participating threads on other nodes. If the request window is larger, the Head saturates
the other nodes with requests, so they cannot send messages out on their own. Since
Chain Replication can only be as fast as its slowest node, we want to split the message
generating load over all nodes, so no node becomes a bottleneck. The outstanding
request window does not influence forwarding messages from other nodes but just
the message generation of the individual threads. As we will show in section 5.2,
50 messages per thread seem enough to saturate the replication chain. Because each
worker thread is a client at the same time, every node has an additional connection
with the Head node since the clients need to send the append-requests there.
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To generate append-requests and read-requests not just alternating but randomly while
keeping a certain ratio between the two operations (e.g. 90 % read-requests and 10 %
append-requests), we use a random function for generating equally distributed numbers.
By calculating module 100 of the generated number x (x (mod 100)) we can generate
message types according to different load patterns, for example, a 90 % read-workload.
Since the numbers are generated evenly distributed, it is ensured that we benchmark
with the targeted read-workload. These random numbers are generated with a Xorshift
random generator function [68]. We use this function because the system call rand [69]
leads to a bottleneck in our multi-threaded benchmark and slows the whole application
down. The requested logPosition for the individual read-requests are selected randomly
from an interval between the logPosition from the last seen append-request and the zeroth
logPosition. The interval grows continuously with every new append-request send. We
mostly circumvent caching on the nodes of previous read entries through this interval
since the interval quickly outgrows the cache size. The reasoning behind this is to
make the results of the different benchmarks comparable. We argue that this could
simulate an access pattern of a client who tries to catch up and reads sequentially
through older log entries. In the following benchmarks, this access pattern is used
besides the benchmark in section 5.4. One problem of reading entries in this huge
interval is that the probability decreases drastically for reading a logPosition which is
not yet acknowledged. Since another valid access pattern by a client could always be to
read the newest entries of the log, or in other words, the Tail of the log, we evaluate
this access pattern in section 5.4.

In the following experiments, we use the maximum number of available threads,
which in our case is 16. This is because we use DPDK as a transport layer for eRPC.
DPDK enforces only to run one DPDK worker thread per logical core for avoiding
costly context switches [70]. This is why the maximum number of threads in the
benchmarks is equal to the maximum number of logical cores. If not stated otherwise,
each experiment is run for 40 seconds which should marginalize any biases due to the
burn-in phase at the beginning. We assume the burn-in phase to be very short due to
the small outstanding message window. The benchmarking application can be started
at every chain node independently. The different nodes synchronize the beginning of
the benchmark with the previously described setup-request, so the benchmark start delay
is neglectable. After the benchmark finishes, the data from every thread is collected,
and the values for all nodes are added together to provide the measurements of the
total chain. Since Ikaria is designed for read-heavy workloads, we want to evaluate
how it performs under read-heavy workloads of 90 % and 95 % read-request share while
comparing it to a balanced 50 % read-workload. Further, we are interested in evaluating
the advantages of local reads for a shared log and how the log scales. Therefore we
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compare our implementation with the original chain replication protocol (CR). Ikaria
with the uncommitted read-request is abbreviated as UCRAQ in the following whereas
Ikaria with the normal read-request is abbreviated as CRAQ.

As described in subsection 2.1.2, emulating Persistent Memory is complex and
previous attempts seem only to have provided unrepresentative results. Yang et al. [25]
showed that the emulating techniques used up today are not producing representative
results. Unfortunately, we do not have actual Persistent Memory modules at our hands
for benchmarking our application. This is why we use DRAM as a storage medium
instead and choose the benchmark parameter, which theoretically should leverage the
maximum possible access speeds of real Persistent Memory. We leave PM benchmarks
as future work. As length for logEntries, we choose 256 B since the current PM
hardware has the best throughput for this specific size [25]. Since we present an
append-only log, the writing of the entries should be sequential. Even if appends
arrive out-of-order in the typical case, they have a sufficient write locality because
their logPositions should not lie far apart from each other. Since the PM module’s
internal memory controller module contains a write-buffer, as explained in the previous
2.1.2, sufficient locality of the logPositions provides sequential write performance [25].
This assumes that the logEntries’ size does not exceed the write-buffer size so that
multiple writes fit into the buffer. According to Yang et al. the write buffer has a size
of 16 kB, which is another reason why we choose 256 B as logEntry size [25]. For the
experiments, we compile PMDK with the environment variable MEM_IS_PMEM_FORCE
set on true, which forces the library to use the dedicated methods for PM instead of
other storage types. This way, for persisting entries, the more performant flush is used
instead of msync. Each experiment is run 3 times, and the final result is obtained by
averaging the individual experiment results.

To summarize, the following benchmarks, if not stated otherwise, are measured
with each node running 16 threads where each has a 50 message outstanding request
window and each log entry a size of 256 B. In the following, we will evaluate the chain
saturation, the operation throughput, and the scalability of Ikaria.

5.2 Chain Saturation

Terrace et al. [56] used 50 outstanding messages per client in the original CRAQ paper.
Since they used external clients, we want to verify that 50 messages are saturating the
3-node, 4-node and 5-node chain setups. In Figure 5.1 and Figure 5.2 we compare
different outstanding request windows from 50 concurrent messages in-flight per thread
up to 500 messages over the different chain lengths.
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Figure 5.1: Comparison of different outstanding request window sizes for an append-
only workload with different plots for the 3-node, 4-node and 5-node chain
setup.

We first saturate the chain with an append-only workload (Figure 5.1) and compare
CR and CRAQ how the operations per second behave. We would assume that if
the chain is not saturated yet, the link between the server and the server itself does
not receive enough messages to process and therefore idles. The chain is saturated
when one of these two cannot process more messages and is, therefore, the bottleneck.
Having more outstanding messages per thread and therefore more messages in the
chain, the links between the servers and the servers themselves should process more
messages if they are not yet utilized to capacity. As we increase the outstanding request
window, we can observe that neither for CR nor CRAQ, the operations per second
increase significantly when sending more messages per thread. Therefore we argue
that 50 messages are enough for saturating the chain with append-requests. We assume
that the subtitle changes of the values in the plot are due to writing heavily to DRAM.
Since memory is used by the other processes on the servers, we assume that this is
why the values are not precisely the same. Another interesting observation is that
the operations per second vary for the different chain sizes. We explain this behavior
in section 5.3. In Figure 5.2 we perform the same benchmark but with an read-only
workload. We can observe the same behavior as before: The operations per second
do not change significantly during different outstanding request windows per chain
setup. Since all other workloads are a mix of append-requests and read-requests, we argue
that 50 messages are enough to saturate every read-workload. We, therefore, follow
the approach of the original CRAQ paper by choosing 50 messages per client as our
outstanding request window [56].
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Figure 5.2: Comparison of different outstanding request window sizes for a read-only
workload with different plots for the 3-node, 4-node and 5-node chain setup.

5.3 Operation Throughput

In this section, we evaluate the available operation throughput of Ikaria by comparing it
with the original CR protocol. First, we compare how the replication protocols perform
when processing only append-requests and only read-requests for setting a baseline.
These two workloads should be the upper and lower limit of the latter read-workload
benchmarks since they consist of mixed message types. In Figure 5.3 the results of an
append-only and read-only workload are shown. What we would expect to see for
the append-only plot is a subtle decline for the requests when more nodes are added
to the chain. This is because a single operation would need to be replicated on more
nodes, and therefore, the latency of the operations increases. Increased latency for the
operations means less operations per second. We can observe this subtle decline for
the 4-node and 5-node setup for all replication protocols as expected. One of the open
questions is why this subtle decline is not observable between the 3-node and 4-node
setup. Since we showed in the previous section that the chain should be saturated with
requests, this cannot explain the observed behavior. These results could be due to our
approach to generating messages in each thread on each node, so maybe messages are
not well distributed when passing through the chain. Due to the request window, every
thread only sends a new message when it receives a response for a previously sent-out
message. Since the other nodes need to send their append-requests to the Head node
first (and wait for the acknowledgment from the Head), this added delay could help to
generate a more evenly load on the Head when using a 4-node chain compared to a
3-node chain. We leave it as future work to evaluate the system with external clients
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who are not incorporated into the system itself. With this separation of the benchmark
from the application, the evaluation could be more targeted, and the actual creation
of messages and benchmarking does not influence the system’s overall performance.
When comparing the different replication protocols with each other, it seems like that
the added access for setting the state of the entry in Ikaria does not influence the
maximum possible append operations per second (a op/s). We assume that due to
the actual writing and persisting of the entries when passing the chain from Head to
Tail, the minor state updates of 8 B (compared to 256 B logEntry size) do not carry
weight. This could be due to the usage of DRAM as a storage layer which is quite fast
in writing random entries and especially values that do not exceed a cache line size
which in our case is 64 B. Since PM is not as fast at writing small values, the log entries’
updates could mean a performance drop. To answer this question, the experiment has
to be repeated with actual PM hardware modules, but according to previously made
benchmarks, this seems likely [25, 59].
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Figure 5.3: Comparison of the different protocols under 100% read-workload and 100%
append-workload.

The left plot in Figure 5.3 shows a read-request only benchmark and therefore the
maximum possible read-op/s (r op/s). Here we can observe a big difference between
the CR read-request and the Ikaria read-request. For a 3-node setup, CRAQ/UCRAQ
processes around 100⇥10 6 r op/s and every node added to the chain increases the total
requests for about 30⇥10 6 r op/s. The values of the CRAQ/UCRAQ are composed of
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every node in the chain reading locally, so it shows the added up maximum possible
reads a single node can do. We can therefore conclude that a single node can process
30⇥10 6 r op/s when it does not have to process any other incoming requests. As we
can see the results scale linearly with the length of the chain, which is as expected.
Therefore Ikaria should perform excellently under read-heavy workloads.

In our setup the bottleneck for CR is around 12⇥10 6 r op/s for a 3-node setup and
decreases for a longer chain. Since in CR all read-requests have to be sent to the Tail node,
the natural bottleneck is how fast the Tail can read locally and answer the requests.
On top of processing requests which are generated on the Tail node, it has to process
incoming requests from the other nodes as well. Compared to the 30⇥10 6 r op/s a
node can process when using CRAQ/UCRAQ, the Tail node can only process less than
half the amount of requests. This shows the performance penalty of receiving and
transmitting read-requests from other nodes. The values are decreasing for an increased
size of chain nodes since the Tail node processes more external requests than locally
generated ones. We can therefore observe a clear bottleneck for the CR, which we will
investigate in the following sections.
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Figure 5.4: Throughput comparison for the 3-node, 4-node and 5-node chain with 50 %,
90 % and 95 % read-workloads.

As the next step, we evaluate the system under different workload patterns with
different chain sizes. As explained in section 5.1, we choose 50%, 90%, and 95% read
messages as workloads. In Figure 5.4 the throughput results of the different workloads
are shown. For CRAQ and UCRAQ, we can see that the curves look similar to the
append-only plot from Figure 5.3. The append operations per second are very similar
to the append-only plot, which means that the read-requests performed locally do not
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restrict the processing of the append-requests. This is as expected since append-requests
have a much higher latency than read-requests because they need to traverse the chain
and be replicated on every node. Since we are binding the amount of processed
append-requests at the amount of processed read-requests by enforcing the read/append
distribution, the latency of the append-requests is the bottleneck of the benchmark. Even
if the node could process a lot more read-requests, it is waiting for previously sent-out
append messages since its outstanding request window is full. This applies to all
three plots in Figure 5.4. We can observe a reasonable throughput for CRAQ/UCRAQ.
For the 50 %-workload the throughput is around 1.7⇥10 6 op/s. For 90 % and 95 %,
the throughput scales up to 8.5⇥10 6 op/s and 17.5⇥10 6 op/s respectively. These are
promising results since we have designed Ikaria, especially for read-heavy workloads.

When comparing the CR with CRAQ/UCRAQ in the three plots in Figure 5.4 we
can observe that CR outperforms the other two replication protocols, especially for
the 3-node setup. While the CRAQ append operations per second stay at the same
rates measured in the right plot of Figure 5.3, the append operations per second for
CR exceed these values. Since in CR there are read-requests in flight as well as append-
requests compared to CRAQ where only append-requests are in flight while read-requests
are finishing in an instant. As explained before, one reason for this behavior could be
the better distribution of the append-requests. This would explain why the performance
of the chain is only so drastically better when using a 3-chain since the Tail does not
get overloaded by the read-requests from the other chain nodes. Since each node only
sends further messages when they receive acknowledgments due to their outstanding
request window, it could be that the write load shifts from one node to the next. So
some nodes may be idle at certain times while others are saturated. If this is the case,
then CRAQ/UCRAQ should perform similarly when benchmarked with outstanding
clients, since the clients have to send read-requests and append-requests to the different
nodes when using CRAQ as well. CR can process around 0.5⇥10 6 a op/s more with
1.3⇥10 6 a op/s for the 50 % read-workload compared to 0.85⇥10 6 a op/s in Figure 5.3.
It is hard to find an explanation for this behavior that aligns with the other benchmarks
besides the ones given before. For the 90 % and 95 % workloads we can observe that
CR is at its bottleneck at around 12⇥10 6 r op/s for the 3-node setup. The read-requests
become the bottleneck, and CRAQ/UCRAQ starts to outperform CR.

In Figure 5.5 we want to compare the different replication protocols under read-
workloads between 50 % and 100 % for the same chain length. It is essential to mention
that the values on the x-axis are logarithmically scaled. Here we can observe how
CRAQ and UCRAQ begin to outperform CR at read-workloads which are higher than
90 % as we assumed before. The plots show that the bottleneck of CR starts around
this read-workload. As seen before, CR outperforms CRAQ/UCRAQ in the 3-node
setup for read-workloads smaller than 90 %. Compared to the 3-node setup, in the
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Figure 5.5: Comparison between the replication algorithms for the 3-node, 4-node and
5-node chain and different read-workloads.

4-node and 5-node chain, CR performs similarly as CRAQ/UCRAQ for read-workloads
smaller than 90 %. The a op/s are growing exponentially for CRAQ/UCRAQ with
increasing workloads. Since we logarithmically scaled the x-axis, this means that the
a op/s are growing by magnitudes for increasing read-workloads. These are promising
results for the CRAQ/UCRAQ replication protocols.

5.4 Tail Reading

As mentioned in section 5.1 we use a random read access pattern for most of our
benchmarks. In this section, we want to examine how CRAQ and CR behave when
the nodes read a range of the newest log entries. In Figure 5.6 we, therefore, compare
the CRAQ/UCRAQ replication protocol with the CR replication protocol in a 3-node
chain setup with a 50 % read-workload. We denote the size of the read-window as
w. When defining the newest seen logPosition in an append-request on a node as o, the
read-interval can be defined as: (o � w)  x  o, where x is the requested logPosition.
We only read a range of the w newest written log entries. Figure 5.6 shows the measured
throughput over the read-window size w. The size of the interval is shown on the
x-axis of Figure 5.6 whereas, on the y-axis, the throughput is shown. We compare the
op/s of CR, CRAQ and UCRAQ. Additionally, the plot shows the CRAQ r op/s and
the amount of CRAQ state-requests sent.

Since the nodes are always sending a read-request to the Tail node when using CR, the
op/s are linear and not changing for different interval diameters. The same applies
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to UCRAQ, where a read-request is never sent to a different node. We can observe that
up to an interval diameter of at least 256 a node has to send a state-request for almost
every read-request when using the CRAQ replication algorithm. The reason why the
state-op/s are not equal to the r op/s can be explained because of the Tail node not
sending any state-requests but reading locally. Another interesting observation is that
CRAQ suddenly performs a lot better than UCRAQ for an interval size smaller than
4096, and the op/s are closer to the op/s of the CR. It looks like that our assumption
made in the previous section is correct. We can conclude that CR performs better
than CRAQ due to their additional in-flight read-requests. This is also confirmed when
looking at reading intervals bigger than 1024. We can see how the performance of
CRAQ starts to decrease until the op/s are equally to the op/s of UCRAQ again.

1 16 256 4096 65536
0

1

2

3

size of logPosition range

Th
ro

ug
hp

ut
[o

p/
s
⇥

10
6

]

50% Read Workload

CR op/s UCRAQ op/s CRAQ op/s
CRAQ r op/s CRAQ state op/s

Figure 5.6: Comparison of CR, CRAQ and UCRAQ when reading only recently added
logPositions. Additionally, the plot shows the amount of r op/s and state-
op/s for CRAQ.

To explain why the amount of state-requests are staying constant to an interval size of
256, we have to look at the total amount of in-flight messages. We have set the messages
in-flight per thread to 50, running 16 threads on a node. So there is a maximum of 800
messages in-flight per node. As described before, we assume that the append-requests
fill the in-flight message window because they take a lot longer to complete compared
to the read-requests. From the maximum possible messages per node, a high percentage
should be append-requests. The total possible unacknowledged append-requests in the
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chain are therefore the 800 messages in-flight per node multiplied by the number of
nodes besides the Tail node: 1600 append-requests. The decline of the op/s for CRAQ
at an interval size of 1024 supports our argumentation. For interval sizes bigger than
1024, the chance for reading a logPosition which has already been acknowledged grows,
and therefore the amount of state-requests declines. We can conclude that when mostly
the newer entries are read CRAQ performs similar to CR and we can therefore confirm
the findings of Terrace et al. [56].

5.5 Scalability

In this section, we focus on the scalability of Ikaria. As already mentioned in previous
sections, Ikaria scales well with more nodes added to the chain. In the following
experiments, we use a 4-node chain setup.

Since one goal of Ikaria is to build a highly parallelized shared log, we evaluate
how well the application scales with an increasing amount of threads per node and
therefore show the importance of good thread scalability for replication protocols. In
Figure 5.7 we evaluate the protocols while using different amounts of threads during
a 50 % and 95 % workload. For the 50 % workload, we can observe that for all three
protocols, the performance scales linearly with an increasing amount of threads. As
discussed in section 5.3, the append-requests are the bottleneck for the 50 % workload.
When viewing at the right plot of Figure 5.7 which shows the 95 % workload, we can
see that for a lower amount of threads, CR outperforms CRAQ. We assume that the
reason for this is the same as discussed in the section 5.3. For a lower amount of threads,
it seems like that the append-requests are still the bottleneck. When looking at higher
amounts of threads, the bottleneck of CR, due to the Tail handling all read-requests,
becomes evident. It is not as scaleable as CRAQ, which scales linearly as for the 50 %
workload. We, therefore, confirm the findings of Gavrielatos et al. [48] that CRAQ
provides good thread scaleability. Through the concurrent design, Ikaria can leverage
multi-core processors efficiently. The thread scaleability is, among other things (e.g.
efficient access of shared data), dependent on how well the underlying hardware can
perform concurrent writes and reads. As mentioned in subsection 2.1.2, the current PM
hardware does not perform very well under concurrent access. This is why we propose
to make use of multiple PM hardware modules instead of writing the log to a single
PM stick (see Section subsection 3.2.3). By following this design, a good multi-thread
performance for the log is to be expected.

Another important aspect of a shared log is how well the application performs with
different logEntry sizes. Up until now, we measured the performance with a 256 B log

41



5 Evaluation

1 4 8 12 16
0

0.5

1

1.5

Threads per Node

Th
ro

ug
hp

ut
[o

p/
s
⇥

10
6

]

50% Read Workload

1 4 8 12 16
0

5

10

15

Threads per Node

Th
ro

ug
hp

ut
[o

p/
s
⇥

10
6

]

95% Read Workload

CR CRAQ UCRAQ

Figure 5.7: Performance of Ikaria for different multi-threaded configurations from one
thread up to 16 threads on a 4-node chain.

entry size. In Figure 5.8 we compare the performance between values starting from
cache line size 64 B, PM most performant value size 256 B up to the standard linux
page size 4096 B. Due to hardware limitation of the DRAM we could only run the
experiments for 4096 B for around 5 s and respectively the experiments for 1024 B and
2048 B. We, therefore, let these experiments run 12 times in total. Since the values varied
not more than 20⇥10 3 op/s after removing outliers before calculating the average, we
argue that our values are representative.

For the 50 % read-workload, the append-requests are the bottleneck as described before,
and therefore all protocols perform nearly the same. As expected, we observe that the
graphs decline drastically with bigger-sized logEntries. From 3⇥10 3op/s for an entry
size of 64 B down to 160⇥10 3 op/s for 4096 B. Since the entries have to be replicated
on every node, a bigger entry size takes longer to persist than a smaller one. For the
95 % read-workload, we can see CRAQ/UCRAQ outperforming CR up to an entry
size of 256 B. CRAQ/UCRAQ are able to process around 30⇥10 6op/s for an entry
size of 64 B whereas CR can’t process more then 12⇥10 6 op/s which is CR’s op/s
bottleneck. Since the graph course for CRAQ/UCRAQ with 50 % workload, where
the append-requests are the bottleneck, runs similarly to the 95 % workload plot, we
assume that the append-requests are the bottleneck for this workload as well. CR and
CRAQ/UCRAQ are only able to handle 1.5⇥10 6op/s in total with an append share
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Figure 5.8: Evaluation of the scaleability of Ikaria on a 4-node chain for different log
entry sizes from cache line 64 B up to the standard Linux page cache 4096 B.

of 85⇥10 3 op/s for a log entry size of 4096 B. This is probably due to the append-
requests and therefore the bottleneck for CR are the append-requests again and not the
read-requests as for smaller entry sizes. As we mentioned in section 2.1 one advantage
of PM is the byte-addressability and therefore the possibility to persist data which is
smaller than 4096 B compared to SSDs where 4096 B is typically the smallest block size.
Since we could observe that CRAQ/UCRAQ performed well for entry sizes smaller
than 1024 B we argue that PM could perform great together with CRAQ/UCRAQ. This
assumption should be validated in future work.
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In this section, we present an overview of previous work on shared logs. We focus on
the general design and the workflow of write/read-requests for the specific shared logs
since these are the most essential.

CORFU [6] has been presented in 2012 and is still the state-of-the-art shared log
that provides strong consistency guarantees. CORFU has been designed as an intra-
datacenter shared log. It builds upon the idea to decouple the ordering from the actual
writing of the entries to storage. Instead of relying on storage servers, they directly
use the network-attached clusters of flash units which is made possible through their
client-centric design. Contrary to the server handling the mapping of log positions
to flash pages, the clients do the mapping. The mapping, called projection, contains
per log position multiple flash pages, depending on the desired replication factor.
Through this mapping are the log accesses spread over all flash clusters. This, therefore,
implements distributed wear-leveling since not one specific flash drive is accessed
a lot and therefore has a shorter lifetime. To append a new entry, theoretically, the
client could aggressively try to write to entries counting up until they find a free log
entry. Since this would provoke heavy contention between the clients, CORFU offers as
an optimization a dedicated sequencer, which returns for every request a dedicated
logPosition (called token). After a client got the logPosition for its new entry, he then
looks up in their local mapping which flash pages on which flash clusters correspond
to the specific logPosition. For replication, CORFU uses a client-driven chain replication.
Therefore the client now writes the new entry to every flash page, one after another.
With the mapping, each client can perform read-requests by reading from the responsible
flash drive. If a client received a logPosition but fails before actually writing the entry,
the log will have a hole at this position. The paper suggests that other clients write junk
values aggressively to empty log positions, which again provokes contention for the
entry, especially when the failed client recovers. The maximum throughput of the log is,
therefore, not dependent on the I/O bandwidth of a single storage server, but just how
fast the sequencer can answer requests/distribute logPosition. One downside of CORFU
is that in case of a flash cluster failure, the whole process pauses, the current projection
has to be sealed, and every client has to recalculate the new mapping. CORFU has
shifted the previous bottleneck of the storage server to the sequencer, which is now the
limiting factor. [6]
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Scalog [14] tries to solve some of the problems CORFU has. They use the same
principle as CORFU, to decouple global ordering of all entries from actually persisting
them. In contrast to CORFU, Scalog follows the idea of persisting all entries first and
then assigning them a position. Therefore Scalog distinguishes between a data layer,
which is responsible for storing and replicating the log, and an ordering layer, which
assigns the logPositions to the individual entries. For enabling scalability, the data layer
consists of multiple shards and each shard of multiple storage servers. When a client
wants to append a new entry, it sends an append-request to a storage server in a shard of
its choice, which enables data locality. The storage server stores the entry and replicates
it via primary/backup replication in the specific shard to all other storage servers. It
is essential to mention that each storage server has a dedicated segment for the log
entries of the other storage servers. Each server periodically reports the number of
persisted entries for all segments to the ordering layer. The ordering layer consists of a
fault-tolerant replicated Paxos-based sequencer and aggregators as an optimization for
collecting the persistent entry reports. It periodically sends a vector to every storage
server in every shard, calculated from the shard reports. It includes the logPositions
for the previous replicated entries for each server. The storage servers then assign
the received positions and answer to the client. While offering good scalability, no
reconfiguration timeout, and append speed, it does not support a general read-request.
Scalog only offers a shard-specific read-request, where only logPositions can be read,
which are replicated in this shard, and a subscribe-request where the client needs to
keep connections to a storage server in every single chard. While this is sufficient for
analytics applications, it could lead to problems when the use case has replicated state
machines running on top of the log. The periodical waiting and reporting of the two
layers adds up to higher latency, making Scalog not usable for applications requiring
very low latency. [14]

Fuzzylog [15] is a globally distributed shared log which only offers partial-order in-
stead of total-order over all entries. They assume that a system-wide total order is often
unnecessary since updates to different chunks of data do not need to be totally ordered.
Fuzzylog organizes updates in a directed acyclic graph (DAG) with happens-before
relationships between the updates. Updates that originate in the same geographical
region and access the same data are clustered together in totally ordered chains, and
all chains are cumulated as a color. Therefore a color includes all updates for the same
data, with updates from the same geographical regions totally ordered. The color
is replicated at every client, but chains from elsewhere are only lazily synchronized
between the locations and could therefore be stale. If a client wants to append a new
log entry, he appends the update to the associated color’s local, regional chain. Then he
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adds the causality paths to the last seen update of every other chain in the same color.
The updates in a chain are arranged in reverse order, therefore is the newest update the
last entry. The whole DAG is ordered in a reverse topological sort A synchronize call
is provided for updating a color, which gets all updates from the other chains, with
the causality relationships between the different chains. The updates are then applied
in the reverse topological sort order of the DAG. Read-Requests can just be done on
the local copy, but as mentioned before, the returned data could be stale. Fuzzylog
is, therefore, a good choice when a partial-order over the entries is sufficient for the
application, and the log should be deployed globally. If this is the case, it offers linear
scaling for throughput and availability in the case of network partitions. [15]

Delos [5, 9] has been presented in 2020 by Balakrishnan et al. Delos, in general,
is a database that runs as a Replicated State Machine (RSM) on top of a shared log.
Instead of having a specific shared log implementation that is directly accessed by
the database, they virtualize the shared log. They propose to virtualize consensus
by offering a virtualized shared log API called VirtualLog. The VirtualLog exposes
an append-only and strongly consistent log to the clients. Internally, it maps the log
entries to underlying Loglets. The Loglets can be distinct shared log implementation
like for example the previous mentioned CORFU [6] or Scalog [14]. If a Loglet fails
or another shared log implementation should be used, the VirtualLog seals the old
Loglet and maps all new entries to the new Loglet. This makes it possible to foster
new advancements in consensus research and swap out the underlying shared log
implementation without any downtime. Therefore, the consensus is split up into the
VirtualLog, which supports a reconfiguration capability for switching between the
Loglets, and the Loglets that provide the ordering capability. [5, 9]

Tango [10] builds upon a shared log by offering replicated, in-memory data structures.
For the data structures, it supports transactions as well. When a client wants to modify
a Tango object in its memory, it sends a new log entry to the shared log with the desired
changes. As soon as the entry is appended at the log, the client applies these changes to
its in-memory data structure. Therefore, a Tango Object exists in the shared log as the
history of changes and the client’s memory. One advantage of the underlying shared
log is that it can just replay the log entries when it comes back up in case of a client
failure. Another advantage is that the single operations provide Strong Consistency
guarantees. With Tango it is possible to build a general, highly available metadata
service similar to Zookeeper [11]. Balakrishnan et al. show with their work how simple
applications above a shared log can be implemented [10].
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In the last chapter, we summarize our work and open up possibilities for future work.
We also note our concerns and possible pitfalls regarding our evaluation.

7.1 Summary

We presented Ikaria, a shared log that is designed for read-heavy workloads with the
recent advancements in networking and persistent memory. Therefore we make use
of the asynchronous user-space networking library eRPC [47] for enabling fast and
low-latency packet transmission. We consider the hardware characteristics of current
available Persistent Memory modules and designed Ikaria in a way to leverage those
at the best. One aspect where we consider the Persistent Memory hardware is the
single-flush log design [59] for providing consistency instead of a two-flush design
which proved less performant. For managing the Persistent Memory we make use
of PMDK, which is a collection of libraries and tools to help developers leverage
PM provided by Intel [29]. Ikaria supports Strong Consistency as well as Eventual
Consistency by offering two different read operations. The two consistency levels open
up greater flexibility for the clients in accessing log entries. As a replication protocol
Ikaria incorporates CRAQ [56] which is based on Chain Replication but enables the
possibility for reading locally on all nodes. This way Ikaria can run highly parallelized
and offers high throughput for read-heavy workloads. Our implementation is based on
a layered software architecture that makes it easy to, for example, exchange the used
network library. In our evaluation, we show that CRAQ provides superior throughput
for read-heavy workloads compared to Chain Replication. This proves the importance
of a replication protocol that performs well when it is deployed with multiple threads.
Furthermore, we demonstrate that CRAQ scales well with additional nodes compared
to the original Chain Replication protocol. In conclusion, Ikaria is a modern shared
log system that enables applications to leverage the performance gains of Persistent
Memory and user-space networking.
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7.2 Future Work

We have set a baseline with our design and implementation for Ikaria, but there are
still some open tasks and questions which have to be addressed in the future. Some
of those questions are regarding the evaluation of Ikaria. In the previous chapter 5 we
could observe some behavior of CR and CRAQ which are hard to explain. Especially
the question of why CR outperforms CRAQ in specific scenarios has to be further
investigated. Another aspect we could not evaluate and has to be addressed by future
work is how Ikaria performs with PM hardware. Due to our hardware limitations, we
could only make assumptions about the performance, but evaluating our system with
PM hardware is an important future task. The latency of the request types in Ikaria has
not been evaluated in this work. Since the latency of the different request types is an
important question, this should be evaluated in the future. As we make use of eRPC
[47] in our implementation, which supports various transport layer protocols, another
interesting question would be how Ikaria performs with RDMA instead of DPDK. Since
there is an open discussion going on in the scientific community about RDMA and
RPC, comparing these two with Ikaria could give valuable insights.

Besides the open work regarding the evaluation, Ikaria could be extended by some
features in the future. Currently, Ikaria does not support any garbage collection for
old log entries, so the log grows infinitely. Therefore, a trim command is needed for
keeping the log at a manageable size. As we have seen in section 5.4 does tail reading
of the log imply additional state-requests to the Tail node. To circumvent these additional
messages, a streaming-read operation could be introduced. To avoid users trying to
read new log entries aggressively, they can register themselves at a chain node. These
registrations should be distributed over all chain nodes for good load balancing. Every
time a chain node receives an acknowledgment message from the Tail for some newly
committed log entry, it updates the state of the entry and sends a message to every
client who registered itself. This request type could be a valuable extension since Ikaria
is specially designed for read-heavy workloads.

7.3 Threats to Validity

In this section, we shortly want to state aspects we think could have influenced the
benchmarks. As discussed in section 5.1 we are generating the workload in the
application itself on the same machines. One problem herby could be that generating
many messages on the same servers where the application runs is that it limits the
available resources for the application under test. Generated append-requests by the
clients on the Head node can be directly processed and forwarded to the Head’s successor.
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Therefore there is not any added network latency for these messages compared to
the append-requests from other nodes which have to send them to the Head. The same
problem applies for generated read-requests on the tail node for CR. Another aspect to
consider is other processes that run on the servers simultaneously while we perform
the benchmarks. Since Ikaria is writing many data to DRAM, the benchmarks could
have been influenced by other active processes which are accessing the memory.
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