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Abstract
We introduce the QuantumOperating System (QOS), a uni-
fied system stack for managing quantum resources while
mitigating their inherent limitations, namely their limited
and noisy qubits, (temporal and spatial) heterogeneities, and
load imbalance. QOS features theQOS compiler—amodular
and composable compiler for analyzing and optimizing quan-
tum applications to run on small and noisy quantum devices
with high performance and configurable overheads. For scal-
able execution of the optimized applications, we propose the
QOS runtime—an efficient quantum resource management
system that multi-programs and schedules the applications
across space and timewhile achieving high systemutilization,
low waiting times, and high-quality results.

We evaluate QOS on real quantum devices hosted by IBM,
using 7000 real quantum runs of more than 70.000 bench-
mark instances. We show that the QOS compiler achieves
2.6–456.5× higher quality results, while the QOS runtime
further improves the quality by 1.15–9.6× and reduces the
waiting times by up to 5×while sacrificing only 1–3% of re-
sults quality (or fidelity).

1 Introduction
QuantumCloudComputing.Quantumcomputingpromises
to solve computationally intractable problems with classical
computers [2, 21]. Thanks to remarkable technological ad-
vances in materials science and engineering [31, 80], quan-
tum hardware has become a reality in the form of quan-
tum processing units (QPUs) that consist of quantum bits
(qubits) [37]. Interestingly, QPUs are now readily available
in a quantum-as-a-service fashion offered by all major cloud
providers [3, 5, 28, 37].
While quantum hardware is now a reality, the associated

quantum software systems are rudimentary. TheseQPUs face
classical OS challenges that our systems community has tack-
led in the past, including scalability, performance, efficiency,
faults (a.k.a. errors), scheduling, and utilization [10]. Unfortu-
nately, no operating system exists to tackle these challenges
holistically for modern quantum hardware.
Fundamental Challenges of QPUs. A natural tendency
would be to treat these QPUs as yet another accelerator class

(e.g., GPU, TPU, FPGA) and manage them as accelerator as-
a-service to offload compute-intensive tasks. We argue that
this approach might be sub-optimal or even flawed!
The reason is that QPUs present fundamentally unique

hardware-level challenges that the systems community has
not considered and cannot be directly mapped to classical
accelerator-oriented computing (we empirically detail these
hardware challenges in § 3). In particular, QPUs operate in the
NISQ-fashion (Noisy Intermediate-Scale Quantum [64]), lead-
ing to a non-deterministic computing platform, where even
two QPUs with identical qubits exhibit completely different
behaviors across space and time [57, 71].
More specifically, QPUs are inherently noisy and small in

computational capacity [64], which limits the size of the prob-
lems they can solve. Second, the degree of noise differs across
QPUs, evenof identical architecture andmodel,making it diffi-
cult to decidewhichQPUs should execute a quantumprogram
without compromising performance [72]. In addition, we can
not trivially multi-programmultiple quantum programs on
the same QPU to increase utilization since QPU qubits can in-
terferewith each other in undesirable andunpredictableways
[52], severely degrading performance [47]. Finally, it is gen-
erally impossible to save or copy a quantum program during
execution [56], which further limits scheduling opportunities
for preemption or resource sharing in general.
State-of-the-Art of Quantum Software Systems. The cur-
rent state of software can be roughly compared to IBMmain-
frame batch OSes from the 60s, where the QPUs are managed
through rudimentary interfaces. Researchers have proposed
specializedapproaches toaddress someof theaforementioned
OS and QPU challenges individually, for instance, perfor-
mance [84], multi-programming [17], or scheduling [73]. Un-
fortunately, these proposed approaches are designed to solve
an individual issue, which prevents them from being com-
posed together orwith other OSmechanisms to create a holis-
tic softwarestack.To leveragequantumcomputingpractically,
we must address the key challenge of combining such mech-
anisms in a unified software stack for quantum computing.
Novelty.However, designing a unified system stack that sup-
ports general OS abstractions while addressing the QPU chal-
lenges is not trivial. The system should support cross-stack
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Figure 1. Example of a typical quantum algorithm (§ 2.1)
(a) Input graph for max-cut. (b) The quantum circuit
encoding the formulation of max-cut for the graph. (c) The
result of circuit execution is a probability distribution of
bitstrings. (d) The result of (c) is interpreted as a max-cut
between vertices {0,1,4} and {2,3,5}.

software mechanisms, from the compiler level for quantum
program optimization to the runtime level for QPU resource
management. More specifically, we require a modular and
extensible compiler infrastructure for increasing execution
quality, multi-programming for increased utilization, and
scheduling for load balancing, all in the presence of QPU
noise and heterogeneities. This way, the system can achieve
the cloud users’ goals, i.e., high-quality quantum computa-
tion and lowwaiting times, and the quantum cloud operator’s
goals, i.e., QPU resource efficiency and scalability.
QOS: A Unified System Stack for QuantumComputing.
We propose QOS, an end-to-end system for holistically tack-
ling quantum computing challenges. QOS provides a unified
architecture for supporting compiler and OS mechanisms
with pluggable and configurable policies. In QOS, we imple-
ment such policies to achieve the aforementioned users’ and
operator’s goals. To achieve this, QOS builds on a unified
abstraction and comprises two main components:

• The Qernel Abstraction: We introduce the Qernel
abstraction that acts as a common denominator for the
QOSmechanisms toapply theirpolicies (§5.1).AQernel
contains the Qernel intermediate representation (QIR)
and static and dynamic properties, leveraged by the
QOS components to apply their policies.

• QOSCompiler:We introduce the QOS compiler (§ 5,
6, 7), an extensible and modular compiler workflow
that leverages the QIR and static properties to optimize
quantum programs for increased execution quality.

• QOS Runtime:We present the QOS runtime (§ 8), a
scalable systemforQPUresourceefficiency.The system
offers automated QPU selection to abstract heterogene-
ity away,multi-programming to increase QPU utiliza-
tion, and load-aware scheduling to achieve low waiting
times while maintaining high execution quality.

We implement QOS in Python by building on the Qiskit
framework [65]. We evaluate QOS on IBM’s 27-qubit QPUs
[37], using a dataset of more than 7000 quantum runs and
70.000 state-of-the-art quantum benchmark instances used
in popular quantum algorithms [42, 67, 89]. Our evaluation
shows that theQOS compiler improves the quantumprogram

(a) quantum circuit (b) physical QPU layout
(IBM Falcon)

(c) physical circuit after tranpilation
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Figure 2. Technical Foundations (§ 2.2) (a) The quantum
circuit of Figure 1. (b) The physical layout of an IBM Falcon
QPU. (c) The transpiled circuit with the QPU’s noise sources.

properties by 51% on average, which leads to 2.6–456.5× im-
provement in the quality of the results, depending on the
problem size (§ 9.2). The QOS runtime increases the quality of
the results by 1.15–9.6× for the same target utilization (§ 9.4)
and reduces the waiting times by 5×while sacrificing at most
3% of the quality of the results (§ 9.5).

2 Background
2.1 QuantumComputing 101: An Example
Let us understand the basics of quantum computing using
the classic max-cut problem. This simple combinatorial op-
timization problem is expressed in the quantumworld as the
QuantumApproximateOptimizationAlgorithm (QAOA) [21].
Figure 1 shows a high-level example of howQAOA solves a
max-cut problemof the input graphof (a). To solve it, the prob-
lemmust be first encoded as a quantum circuit (Figure 1 (b)),
which consists of quantum bits (qubits) and quantum gates
that exhibit quantummechanical properties. Here, we use as
many qubits as the number of nodes of the input graph,where
each qubit 𝑞𝑖 corresponds to a graph vertex 𝑖 . To change the
state of the qubits, we apply quantum gates over time, from
left to right. There are two types of gates: 1-qubit gates (e.g.,
NOT gate) and 2-qubit gates (e.g., XOR gate). Finally, at the
end of the circuit, we measure each qubit to read its value (0
or 1), which gives bitstrings as output.
Unlike classical circuits, which operate deterministically,

quantum circuits are inherently probabilistic. The reason is
that qubits exhibit quantummechanical properties, such as
superposition. In the superposition state, the qubit is not 0
or 1, but it is both simultaneously (recall Schrodinger’s cat
experiment [77]). Therefore, quantum gates also have prob-
abilistic effects; we can’t know the result until the final mea-
surements (i.e., open the box and check the cat’s state). To
obtain a meaningful result, we execute the circuit in many
trials (“shots” ), with each trial providing a specific bitstring
from the qubit measurement. The solution of the quantum
calculation is, therefore, a probability distribution over all
possible bitstrings of the measured qubits (Figure 1 (c)).

In our example, the result of the final execution of the quan-
tum circuit gives a probability distribution that represents
the solutions of the max-cut problem. High probability maps
to the solution, while low (∼0) does not represent a solution.
Figure 1 (d) shows a solution for our example. It corresponds
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Figure 3. (a) Challenge #1, Fidelity (§ 3.1). Impact of the number of qubits (circuit size) on fidelity. There is an average 98.9%
reduction in fidelity from 4 to 24 qubits. (b) Challenge #2, Spatial heterogeneity (§ 3.2) Fidelity of a 12-qubit GHZ circuit on
different IBM QPUs. There is a 38% fidelity difference from best to worst QPU.

to the bitstring with the highest probability, 110010, which
means that we have measured 1 for the qubits 𝑞0, 𝑞1, and 𝑞4;
therefore, a partition contains vertices {0,1,4}.

2.2 Technical Foundations
ExecutionModel.The technology and engineering required
tobuildQPUsrenders themanexpensive resource, thus,QPUs
are mainly offered in the cloud as a quantum-as-a-service
model [3, 28, 37]. To run quantum programs, users typically
write circuit-level code (Figure 2 (a)), which then transpile
on the QPU to make it executable, send it to the cloud for
execution, and finally get the results back. Specifically, the
transpilation process performs three key steps: (1) converting
the gates of the circuit to the native gate set of the QPU, (2)
mapping the logical qubits of the circuit to the physical qubits
of the QPU, (3) routing the qubits to the physical qubits with
restrictive connectivity by inserting SWAP gates. Figure 2 (b)
shows the physical layout of an IBM Falcon QPU. Vertices are
the physical qubits, and the edges capture their connectivity,
i.e., between which qubits we can apply 2-qubit gates. Figure
2 (c) shows the physical circuit after transpilation with the
QPU’s noise characteristics, which we detail next.
QPUCharacteristics. Today’s QPUs are described as noisy
intermediate-scale quantum (NISQ) devices [64] since they
exhibit low qubit numbers (e.g., up to a few 100s [37]) and
are susceptible to hardware and environmental noise. Specif-
ically, when measuring a qubit, there is a chance to read the
opposite value, and when applying gates, there is a chance
the gate performs a wrong operation [27]. On top of that,
when qubits are left idle (no gates applied) formore than a few
hundred microseconds, the superposition decoheres to the |0⟩
state [39], similar to resetting a register to 0. Lastly, qubits
destructively interfere with each other via crosstalk effects
[12]. Figure 2 (c) shows qubits𝑄2 and𝑄3 that influence each
other via crosstalk, noisy gates, qubit𝑄5 that is left idle for
long enough to decohere, and noisy measurements.

QPUHeterogeneity.Additionally, QPUs are vastly hetero-
geneous across space and time, unlike classical accelerators.
Across space, QPUs vary in terms of technology, e.g., super-
conducting qubits [28, 37] or trapped ions [35], architectures
of the same technology, e.g., Falcon or Osprey superconduct-
ing QPUs [37], and noise properties even for the same archi-
tecture [27], e.g., two identical QPUs exhibit different noise
errors, etc. Across time, the QPUs are calibrated regularly to
maintain their performance [36, 90, 94], a process that gen-
erates calibration data. These data quantify the noise errors,
and change after each calibration cycle unpredictably.
ExecutionQuality. Lastly, tomeasure the quality of a circuit
execution on NISQ QPUs, we use the fidelity metric [22],
which measures the similarity between the noisy probability
distribution and the ideal probability distribution that noise-
less, ideal QPUs can obtain. Fidelity is a number in the [0,1]
range, where a higher fidelity means a better quality result.

3 Motivation and Key Ideas
Tomotivate QOS, we present a set of unique challenges that
distinguish QPUs from classical accelerators. We categorize
our findings into four challenges that must be addressed to
improve the practicality of quantum computing: fidelity, uti-
lization, spatial and temporal heterogeneities, and load im-
balance. The experimental methodology used is the same for
the final system evaluation and is explained in detail in § 9.1.

3.1 Fidelity
Executingquantumprogramswithhighfidelity is challenging
since QPUs are characterized by relatively small numbers of
qubits and noise, which leads to computation errors (§ 2.2). As
the number of qubits and gates in a quantum circuit increases,
the noise errors accumulate and the overall fidelity decreases.
Results.Our results are highlighted in Figure 3 (a). The x axis
depicts the circuit size as the number of qubitswhile the y axis
shows the fidelity, where higher is better. The experiment is
run on the IBM Kolkata 27-qubit QPU. For each increase in
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Figure 4. (a) Challenge #2, Temporal variance (§ 3.2) Fidelity of a 6-qubit GHZ circuit on IBM Perth, across 120 calibration
days. There are 20 pairs of days with more than 5% difference in fidelity. (b)Challenge #3, Utilization (§ 3.3)Maximum utilization
achieved on a 27-qubit QPU for nine benchmarks while maintaining at least 0.75 fidelity. The average utilization is 26.3%, and
the max is 29.6%. (c) Challenge #4, QPU Load (§ 3.4) Number of pending jobs on different IBM QPUs. The groups separated
by vertical red lines indicate QPUs of the same size. There is up to 57× difference in number of jobs between QPUs of the same size.

qubits, the average fidelity decreases, up to 98.9% from 4 to
24 qubits. Moreover, it is physically impossible to run circuits
with a size larger than 27 qubits, since we cannot map them.
Implication.NISQ devices are limited due to size and noise
and, therefore, cannot be practically used for large quantum
circuits; either logically, because the circuit doesn’t fit in the
device, or the execution results would be convoluted from
noise errors, which translates to low fidelity.
Key Idea #1: Circuit Optimizations: To increase fidelity,
we need a generic optimization infrastructure that transforms
circuits into a physically and practically executable size.

3.2 Spatial and Temporal Heterogeneity
In the classical domain, two identical CPUs perform similarly
for all applications, and at each point in time. In contrast,
QPUs exhibit differences in the layout and connectivity of
qubits [30] and variations in noise errors even for QPUs of
the same model, which leads to spatial performance variance.
Moreover, QPUs are calibrated regularly (§ 2.2), and after each
calibration, the noise properties change [94]. As a result, the
execution fidelity can vary across different calibration cycles,
leading to temporal performance variance.
Results. Figure 3 (b) shows a 12-qubit GHZ circuit’s fidelity
on different IBMQPUs. Fidelity varies across the QPUs, with
a maximum difference of 38% from best to worst. Note that
all six QPUs are of the same model (Falcon r5.11).
Figure 4 (a) shows a 6-qubit GHZ circuit’s fidelity over

120 calibration days executed on the IBM Perth 7-qubit QPU,
where each data point represents a single day’s fidelity. The
largest single-day difference in fidelity is 96.5%, and there
are 20 instances of a single-day fidelity drop of more than
5%. Note that there is no way of predicting a QPU’s future
calibration data to expect such performance differences.

Implications. Due to structural differences across QPUs,
quantum circuits perform differently across them. Addition-
ally, there is a high degree of temporal performance variance
across calibration cycles, as the fidelity might change signif-
icantly from day to day with no discernible pattern.
Key Idea #2: Performance Estimation:We estimate a cir-
cuit’s potential performance on the available QPUs to auto-
matically select the best-performing candidate(s).

3.3 Utilization
The fidelity of circuits decreases as their size increases (§ 3.1),
and as a result, it becomes more challenging to utilize a QPU
effectively. In contrast to the classical domain, where a CPU
canbe fully utilized, to get high-fidelity results in thequantum
domain, we necessarily under-utilize QPUs.
Results. Figure 4 (b) shows the maximum utilization of the
IBM Kolkata 27-qubit QPU for nine benchmarks while main-
taining at least 0.75 fidelity. No benchmark exceeds 30% uti-
lization, while the average is 26.3%. Higher fidelity values
would yield even lower utilization and vice-versa.
Implications. There is a tradeoff between QPU utilization
and performance (fidelity). In general, the lower utilization,
the higher fidelity, and vice-versa. In contrast to the classical
domain, the tension between these objectives is vastly larger.
Key Idea #3: Multi-programming:We spatially multiplex
quantum circuits to increase system utilization (also known
asmulti-programming [17]), and when combined with circuit
optimizations, it also increases fidelity.

3.4 QPU Load Imbalance
The quantum cloud faces QPU load imbalance. The root cause
is spatiotemporal heterogeneity (§ 3.2), combined with the
manual QPU selection offered by the current quantum cloud
model [37]. This leads to users selecting the “best performant”
QPU based on empirical or arbitrary metrics [71].
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Results. Figure 4 (c) shows the average number of pending
jobs for different IBMQPUs across October 2023. The groups
of QPUs (separated by the red dashed line) have a size of 7,
27, and 127 qubits, respectively. There is a 49×, 57×, and 5.7×
maximum load difference across the groups, respectively.
Implications. Load imbalance leads to long waiting times
for the users and thus, low quality of service. Additionally,
there is no 1-1 mapping between the load and performance
differences between QPUs. For instance, the 12-qubit GHZ
circuit in Figure 3 (b) performs 1.1× better on IBMHanoi than
IBM Cairo, yet the former exhibits 57× higher load.
Key Idea #4: Load-aware Scheduling:We schedule (tem-
porally multiplex) quantum circuits in a load-aware manner
to balance the tradeoff between fidelity and waiting times.

4 Overview
Quantum computing is characterized by fourmain challenges
that limit its practicality: (1) Execution fidelity is hindered
by the small and noisy QPUs. (2) In contrast to classical ac-
celerators, QPUs exhibit vast spatiotemporal heterogeneities,
which renders their performance non-deterministic in both
dimensions. (3) QPUs are heavily underutilized to give high-
fidelity results. (4)QPUs face vast load imbalance,which leads
to prolonged waiting times for the users.
Existing work is narrow-scoped and focuses on tackling

one challenge at a time, but unfortunately, there are twomain
issues with this point solution approach. Firstly, composing
the individual mechanisms to address all challenges at once
is impossible without a common and unified infrastructure.
Secondly, without synergies between the individual mecha-
nisms, it is hard to maximize the objectives of the users, i.e.,
high fidelity and low waiting times, and the objectives of the
quantum cloud operator, i.e., resource efficiency.
To this end, we propose QOS, an end-to-end system that

tackles the challenges of quantum computing holistically.
QOS strives for three design goals: (1) A unified architecture
that supports compiler and OSmechanisms with pluggable
policies and tunable configuration for managing the tradeoffs
of QC. (2) QOS should enable the execution of large quantum
circuits with high fidelity and scale with increasing incoming
workloads and additional QPUs. (3) QOS should be resource
efficient by achieving high QPU utilization and balancing
QPU load to minimize waiting times.

4.1 The QOS Architecture
Figure 5 shows the overview of our system’s design. QOS
comprises a layered architecture that consists of two main
components: the QOS compiler (top) and the QOS runtime
(bottom), which we detail next.
QernelAbstraction.QOS implements awide range ofmech-
anismswith different abstraction requirements, from the com-
pilation to the execution runtime level. To enable the com-
posability of these mechanisms in a unified architecture, we

QOS Compiler

large circuit &
optimization options

final results

Frontend: Analyzer

Middle-end: Optimizer

target QPU-optimized and
instantiated sub-Qernel(s)

Qernel-IR

Multi-programmer

fidelity
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bundled Qernels

schedule & run

bundled
results

optimized Qernel(s)

Estimator

7
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4
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6
8
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QOS Runtime

QPUs Classical nodes
...

Scheduler

Backend: Virtualizer

Knitter
unbundled

results

- optimization target
- optimization budget

Figure 5. QOS overview (§ 4): QOS consists of two main
components: the QOS compiler (top) and the QOS runtime
(bottom). Below QOS lie the QPU devices and classical nodes.

propose theQernel abstraction that acts as a common denom-
inator for the QOSmechanisms to apply their policies.
QOS Compiler. We propose the QOS compiler (Figure 5,
top), a modular, extensible, and composable compiler infras-
tructure. It comprises three stages: (1) The frontend of the
compiler, the analyzer (§ 5.3), accepts quantum circuits and
lifts them to the Qernel abstraction, generates the interme-
diate representation (IR), and performs IR analysis passes to
generate the IR static properties required by the next stages.
(2) The middle-end, the optimizer (§ 6), is an extensible and
composable set of optimization passes that leverages the IR
and static properties to improve the execution fidelity of the
quantum circuits with manageable overheads. (3) The back-
end, the virtualizer (§ 7), compiles the optimized Qernels for
the target QPUs, similar to classical target code generation.
QOS Runtime.We propose the QOS runtime (Figure 5, bot-
tom), a system that abstracts away the underlying heterogene-
ity and balances the tradeoff between the conflicting objec-
tives of the cloud operator (resource efficiency) and the users
(high fidelity and low waiting times). The runtime comprises
four components: (1) The estimator predicts the fidelity of ex-
ecuting the optimized Qernels to guide scheduling decisions.
(2) Themulti-programmer, given the estimations, bundles low
utilization Qernels to increase QPU utilization. (3) The sched-
uler multiplexes and runs the Qernels across space and time
with the objective to maximize fidelity and minimize wait-
ing times. Finally, (4) the knitter post-processes the Qernel
execution results to return the final result to the user.
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Figure 6.Compiler Frontend: Analyzer (§ 5). (a)An example quantum circuit of 4 qubits and 5 gates. (b) The Qernel intermediate
representation (QIR) (§ 5.1). (c) The refined QIR (§5.1). (d) The Qernel’s static and dynamic properties (§5.2). During compilation,
the dynamic properties are void, but they are initialized and used during the runtime.

4.2 ExecutionWorkflow
First, users submit a circuit along with their optimization
target and budget 1 . The former represents the desired post-
compilationcircuit size, and the latterquantifies theadditional
overheads the user is willing to pay. The compiler’s frontend
lifts the circuit to the Qernel abstraction and generates the
IR and its static properties 2 . The middle-end optimizes the
Qernels through a modular set of passes 3 , then the back-
end generates the target QPU-optimized Qernels and submits
them to the QOS runtime 4 . The estimator predicts the fi-
delity of running the Qernel(s) on the QPUs to guide sched-
uling 5 . The multi-programmer bundles Qernels with low
utilization and sends them to the scheduler 6 . The scheduler
assigns and runs the bundledQernels, optimizing formaximal
fidelity and minimal waiting times 7 . After the execution,
the bundled results are retrieved by the multi-programmer
8 to be unbundled into separate results and are sent to the
knitter 9 . Finally, the knitter post-processes the separated
results pass and returns them to the user 10 .

5 Compiler Frontend: Qernel & Analyzer
5.1 The Qernel Abstraction
The Qernel is the unified abstraction acting as a common
denominator for the QOS components. Specifically, a Qernel
contains (1) the graph-based IR used by theQOS compiler and
(2) theQernel properties,which comprises static IR properties
and dynamic properties used by the QOS runtime.
Qernel Intermediate Representation (QIR). Existing op-
timization techniques operate at the gate level, analogous to
the instruction level in the classical domain. Therefore, we
propose a graph-based Qernel Intermediate Representation
(QIR) that captures the control flow of a quantum program,
similar to the control flow graph of classical programs. By
traversing the QIR, the compiler can identify important opti-
mization opportunities, such as pairs of gates that cancel each
other (like dead code elimination), gate dependencies (useful
for gate scheduling, similar to instruction scheduling), or op-
portunities to remove hotspot gates (gates that contribute to
noise errors in the computation). An example QIR is shown
in Figure 6 (b), where the quantum circuit consisting of four
qubits and five gates is lifted to the QIR.

Formally, a QIR is a directed acyclic graph (DAG)𝐺 = (𝑉 ,𝐸),
where𝑉 is the set of gates and every edge 𝑒𝑖 ∈𝐸 is the qubit
the gate acts on. The edges’ directions reflect dependencies
𝐷 = {(𝑉𝑖 ,𝑉𝑗 ) ∈𝑉 ×𝑉 } between gates, i.e.,𝑉𝑖 must be scheduled
before𝑉𝑗 . To identify hotspot nodes, we compute the degree
of a node 𝑑𝑒𝑔(𝑉𝑖 ), which reflects the number of control flow
paths the gate 𝑉𝑖 is part of. In the example of Figure 6, the
QIR reveals four layers of gates: 𝑙1 : (𝑔0,𝑔1), 𝑙2 :𝑔2, 𝑙3 : (𝑔3,𝑔4),
and 𝑙4 :𝑀 , which means that they have to be scheduled in
this order, and the pairs in the same layers are susceptible
to crosstalk noise (§ 2). Finally, the gate 𝑔2 is a hotspot node
since its degree is 4, the highest in𝑉 (the measurements 𝑀

are terminal nodes and do not count).
Refined QIR. Various optimizations require a simplified
representation that captures only the connectivity between
qubits. For instance, the connectivity structure might reveal
hotspot qubits [4] that can be removed for fidelity improve-
ment or opportunities for circuit cutting (§ 6). Figure 6 (c)
shows the refined QIR, where we can see that 𝑞1 and 𝑞2 are
only connected by a single gate, and removing it would split
the circuit into two smaller circuits. Formally, a refined QIR is
an acyclic, undirected, and weighted graph𝐺 = (𝑉 ,𝐸), where
𝑉 is the set of qubits and every edge 𝑒𝑖 ∈𝐸 between two qubits
𝑉𝑗 ,𝑉𝑘 has a weight𝑤𝑖 ∈N that represents the number of gates
that act on𝑉𝑗 and𝑉𝑘 .

5.2 Qernel Properties
For applying the diverse set of its mechanisms, QOS requires
data structures that keep up-to-date information about the
quantum programs. Such information includes (1) the static
properties, which are useful for the compiler, and (2) dynamic
properties, which are useful for the runtime.
Static Properties. Apart from the IR, optimization passes
leverage circuit properties to be more efficient and effective.
The properties include the circuit’s size (number of qubits),
depth, non-local gates and their types, the number of mea-
surements, and others (Figure 6 (d)). Additionally, we include
the features vectors defined in [89] since they are potentially
useful for heuristic-based optimizations or regression-based
prediction models [68].
Dynamic Properties. The Qernel also contains dynamic
properties required by the QOS runtime. These include the
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Qernel’s execution status (done, failed, running, sched-
uled), the estimator’s output, i.e., fidelity estimations (§ 8.1),
and the final post-processed results (Figure 6 (d)).

5.3 Frontend: Analyzer
To discover and leverage optimization opportunities, we first
need to perform circuit analysis, similar to classical program
analysis. The analyzer transforms a quantum circuit into a
Qernel and comprises an extensible set of passes that generate
the QIR and static properties of the Qernel, which are then
used by the optimizer and subsequently by the runtime.
QIR Transformation Pass. The first step in program anal-
ysis and optimization is to generate the QIR, implemented
by the QIR transformation pass. Figure 6 (a)-(b) shows the
generation of the QIR for an example quantum circuit. To
generate the QIR, the pass iterates over each logical qubit of
the circuit and each gate acting on that qubit. For each such
gate, it creates aQIRvertex𝑔𝑖 and sets the qubits𝑞 𝑗 ,𝑞𝑘 the gate
acts on as the edges 𝑒 𝑗 ,𝑒𝑘 of𝑔𝑖 . By convention, the direction of
the edge follows the direction from the control to the target
qubits. When reaching measurement operations, it simply
adds the terminal nodes 𝑀 . This process is repeated until all
circuit qubits and gates are covered.
QIRRefinement Pass. To generate the refined QIR (Figure
6 (c)), we implement a transformation pass that traverses the
QIR in a depth-first manner (breadth-first is equivalent). For
each QIR node visited, i.e., a vertex 𝑔𝑖 with a pair of edges
𝑞 𝑗 ,𝑞𝑘 , it checks the current refinedQIR for existing nodeswith
the same name. If true, it increments the weight of the edges
between the nodes by one. Otherwise, it adds 𝑞 𝑗 or 𝑞𝑘 or both
as new nodes in the refined QIR and connects them with a
weight of one.
Analysis Passes.We implement passes that analyze the QIR
to identify optimization opportunities, such as gate dependen-
cies (DependencyGraphPass), hotspot nodes (HotspotNode-
Pass), and graph isomorphism (IsIsomorphicPass).We also
implement properties passes that traverse theQIR to generate
the Qernel static properties (§ 5.2) and comprise the Basi-
cAnalysisPass and SupermarqFeaturesPass. Specifically, the
former generates the key circuit properties while the latter
computes the six feature vectors defined in [89], as explained
in § 5.2. We show how the optimizer uses the information
obtained from these passes in § 6.

6 CompilerMiddle-end: Optimizer
QPUs comprise up to only a few 100s qubits, which sets the
physical limit for circuit size and are noisy,which sets a practi-
cal limit to highfidelity execution (§ 3.1). To increase the scala-
bility of circuits that runwith highfidelity,we need amodular,
extensible, and composable optimizer. Modular to support
adding/removing optimization passes or changing their rel-
ative order, extensible to add new passes, and composable to
chain the optimization improvements of the individual passes.

Such optimization passes are the circuit compaction tech-
niques that, as the name suggests, reduce the circuit size, i.e.,
the number of qubits, rendering it executable on small QPUs
and at the same time, also simplify the circuit structure, i.e., re-
move noisy gates. Notably, we can compose more than one of
these techniques toachieveevenbetter results. Thecompiler’s
middle-end, the optimizer, is a composable pipeline of trans-
formation passes that compact theQIR to increase the scalabil-
ity of quantum circuits running with high execution fidelity.
Challenges. However, it is not trivial to implement such
a pipeline. Currently, there is a plethora of individual com-
paction techniques that require their own sub-systems to
operate, with no common infrastructure to compose them.
Additionally, as we will show later, some techniques spawn
an exponential number of sub-circuits (Table 1) and, after exe-
cution, require post-processing using classical hardware. We
pose two questions: (1) How are the (exponentially) spawned
circuits from different techniques handled? (2) How can we
manage the tradeoff between fidelity improvement and expo-
nential overheads from different techniques?
Our Approach. To this end, we design our optimizer with
the goals of providing (1) a unified infrastructure for plug-
gable compaction mechanisms and (2) tunable knobs for con-
figuring the tradeoff between overheads and performance
improvement. For (1), we build and compose vastly different
compaction techniques on theQernel abstraction, specifically
on the QIR and its refined form. For (2), we provide users with
two knobs: the optimization budget (equivalent to optimiza-
tion level)𝑏 ∈N and the size to reach 𝑠 ∈N, which denotes the
desired post-optimization QIR size (number of qubits). Since
all overheadsareexponential and theexponent’sbasedoesnot
make a practical difference, the single budget knob,𝑏, suffices.
QIR Compaction Techniques. There are two main QIR
compaction techniques: circuit divide-and-conquer and qubit
reuse. In the former category, the (large)QIR is cut into smaller
fragments that are executed on smallQPUs, and the execution
results are merged back to a single value. Circuit cutting and
knitting [49, 63] belongs to this category. In our optimizer, we
implement a pass that automatically cuts the QIR based on
qubits (WireCuttingPass) and a pass that cuts the QIR based
ongates (GateCuttingPass). To restrict the exponential over-
heads that scale with the number of cuts, we use the budget
𝑏 to cut up to 𝑏 times. At each cut location, the pass places a
virtual gate, which must be later replaced with other gates
that simulate the effects of the original (pre-cut) gate (§ 7.1).
We implement another circuit divide-and-conquer tech-

nique, also with exponential overheads, namely the Qubit-
FreezingPass, which is limited to QAOA applications only [4].
At ahigh level, it removes qubitswith significantlymorenoisy
gates than other qubits, i.e., hotspot qubits, along with the
gates. This reduces the number of physical qubits required by
an underlying (small) QPU and greatly reduces the number of
noisy gates.We use the same budget𝑏=3 to remove the nodes
with the highest degrees to restrict the exponential overheads.
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(a) HotSpotNodePass  

deg(q3)=67 qubits & 12 gates

s=2, b=3

(b) QubitFreezingPass   (c) GateCuttingPass  

s=2, b=2

(d) QubitReusePass  

6 qubits & 6 gates 3 qubits & 4 gates

s=2, b=0

2 qubits & 4 gates

Figure 7.Optimization workflow (§ 6). The initial refined QIR has 7 qubits and 12 gates. (a) The HotSpotNodePass identifies
𝑞3 as a hotspot node with a degree of 6. (b)We optimize the refined QIR with 𝑠 =2,𝑏=3 by applying the QubitFreezingPass which
reduces the qubit and gate counts to 6. (c)We apply the GateCuttingPass to further remove 2 gates. This gives two fragments
of 3 qubits each. (d)We have depleted the budget, so we use the QubitReusePass to achieve the goal of 𝑠 =2.

Lastly, in the qubit reuse category, we implement theQubi-
tReusePass, which “compacts” multiple logical qubits into one
to reduce the QIR’s size [19, 34, 75]. This process, however,
increases the QIR’s depth; therefore, the tradeoff, in this case,
is between QIR size and depth. To restrict the depth increase,
we use qubit reuse as a last resort to achieve the user’s size
requirement (𝑠) or to render the Qernel executable by at least
one QPU in the system.
OptimizationWorkflow. Figure 7 shows the default opti-
mizationworkflowfor the refinedQIRofaQAOAcircuit (§2.1)
with 7 qubits and 12 gates. The optimizer aims to achieve a
maximum QIR size 𝑠 = 2 with an allowed budget 𝑏 = 3. To
achieve this, it takes the following steps:
Step 1: The optimizer calls theHotspotNodePass pass on the
refined QIR to find a hotspot node. The pass identifies 𝑞3 as
a hotspot with a degree of 6 gates (Figure 7, (a)).
Step 2: The optimizer applies the QubitFreezingPass to re-
move 𝑞3 and its gates. The new refined QIR size is 6 qubits
with 6 gates. Then, it updates the budget to 𝑏=𝑏−𝑚, where
𝑚=1 is the number of qubits frozen (Figure 7, (b)).
Step3:Theoptimizer applies either gate orwire cutting.Todo
so, it first computes the expected cost 𝑐𝑔𝑎𝑡𝑒 ,𝑐𝑤𝑖𝑟𝑒 , respectively,
to achieve a circuit of size 𝑠 =2, and selects the one with the
lowest cost 𝑐𝑚𝑖𝑛 =𝑚𝑖𝑛(𝑐𝑔𝑎𝑡𝑒 ,𝑐𝑤𝑖𝑟𝑒 ). In this case, the cost for
gate cutting is lower, so it applies the GateCuttingPass on 2
gates and updates the budget to𝑏=0. The new refnedQIR size
is two fragments of 3 qubits and 4 gates each (Figure 7, (c)).
Step 4: Since 𝑏 = 0 but 𝑠𝑄𝐼𝑅 > 𝑠 , the optimizer applies the
QubitReusePass to achieve 𝑠 = 2. The pass identifies qubits
𝑞0,𝑞1 as reusable and applies measurement and reset to them.
The final refined QIR now has two fragments of 𝑠 = 2 and 4
gates (Figure 7, (d)).

Thefinal optimizer’s output is aQernelwith a 42.8% smaller
size and 66% less noisy gates. Note that each of the above
passes alone wouldn’t achieve this result.

7 Compiler Backend: Virtualizer
The backend stage of the QOS compiler, the virtualizer, gener-
ates the final executable Qernels for the underlying runtime,
similar to classical compilers that generate the target code.

Optimization Pass # ISQs Generated Post-processing
Wire Cutting 𝑂 (4𝑘−8𝑘 ) 𝑂 (4𝑘−8𝑘 )
Gate Cutting 𝑂 (6𝑘 ) 𝑂 (6𝑘 )
Qubit Freezing 𝑂 (2𝑘 ) 𝑂 (1)

Table 1.QOSVirtualizer (§ 7.1).Number of instantiated sub-
Qernels (ISQs) generated and post-processing complexity for
each optimization pass, as a function of the number of cuts𝑘 .

The virtualizer consists of two stages: (1) the instantiation,
which replaces the virtual gates from the cutting optimization
passes with the gates that simulate the original ones, and (2)
target QPUs transpilation, which translates the high-level
gates to the physical QPU gates and performs mapping and
routing, as explained in § 2.2

7.1 Instantiation
The circuit cutting and knitting passes we describe in § 6 cut
a large Qernel into sub-Qernels by analyzing the QIR, iden-
tifying optimal cut locations, and then placing virtual gates
there. However, to run the sub-Qernels, we must replace the
virtual gateswith a combination of 1-qubit gates that achieves
the same computation as the original Qernel. The mapping
between virtual and 1-qubit gates depends on the chosen cut-
ting strategy, i.e., gate or wire cutting (§ 6). We refer to this
process as instantiation.
The instantiation stage takes as input the optimized sub-

Qernelswithvirtualgatesandoutputs instantiatedsub-Qernels
(ISQs) with the 1-qubit gates required to execute them. Sim-
ilar to the general cutting approach, we implement a generic
instantiation mechanism for supporting pluggable mappings
from virtual to 1-qubit gates. The mappings depend on the
cutting technique (i.e., gate and wire cutting require differ-
ent mappings) but can also differ for the same technique. For
instance, virtual gates from gate cutting can be mapped to
different sets of 1-qubit gates that might be more optimal for
specific QPU technologies.
By replacing a single virtual gate with multiple 1-qubit

gates, the mapping function generates multiple ISQs that dif-
fer only by the 1-qubit gate. Then, replacing the next virtual
gate in each ISQ generates even more copies, which leads to
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Figure 8. (a) Compiler Backend: Virtualizer (§ 7) and (b) QOS Runtime: Knitter (§ 8.4). (a) The Virtualizer consists of two
stages: (1) Instantiation, which transforms the optimized Qernel to instantiated sub-Qernels (ISQs). This process generates𝑂 (6𝑘 )
ISQs for 𝑘 cuts (here 𝑘 =2). (2) Target QPUs transpilation, where the ISQs are transpiled to every QPU architecture or every QPU
in general. (b) The knitter consists of two stages as well: (1) The map phase and (2) the reduce phase.

an exponential number of ISQs. Figure 8 (a) shows a Qernel
optimized using two gate cuts. The red boxes are the two
virtual gates that must be replaced with 1-qubit gates. In this
example, the mapping function will replace the first virtual
gate with six 1-qubit gates, creating six ISQs. For the next and
final virtual gate, each of the six ISQs will produce six more
ISQs, totaling 36 ISQs. Generally, in QOS, the exact overheads
are𝑂 (2𝑘−8𝑘 ) for 𝑘 cuts for our optimization passes (Table 1).

7.2 Target QPUs Transpilation
Following instantiation, the ISQs must be transpiled (§ 2.2)
to the target QPUs to be sent to the runtime for scheduling
and execution. Since the number of ISQs might be large, de-
pending on the optimization budget 𝑏 used at the compiler
middle-end (§ 6), we offer two transpilation modes that differ
in granularity and overheads: (1) the coarse-grain per QPU ar-
chitecture and (2) thefine-grain perQPU.We showevaluation
results for their transpilation overheads in § 9.2.
Per QPU-Architecture. In the first mode, we transpile each
ISQ for every type ofQPUarchitecture available in the system.
This coarse-grain approach bounds the transpilation over-
heads because typical quantumcloud providers have a limited
number of architectures, e.g., up to five [37]. Since this mode
does not scalewith the number of QPUs, our experimentation
shows that it is suitable for values of budget 𝑏 ≥ 5, which
generate 104−105 ISQs.
Per-QPU. In the second mode, we transpile each ISQ to each
available QPU in the system. This will enable the runtime
components to make fine-grained decisions about the fidelity
of running the ISQ on any QPU since they will have the exact
noise information of this ISQ-QPU pair. The overheads are
still bound sinceQPUs are constant in quantity in commercial
clouds, e.g., up to 30 [37], in contrast to classical clouds that
scale to thousands of classical nodes. Our experimentation
showed that this transpilation mode is viable for 𝑏 <5.

8 QOS Runtime
The QOS runtime (Figure 5, bottom) schedules and executes
Qernels across space and time in a scalable manner to achieve

the user’s goals, i.e., higher fidelity and lower waiting times,
and the cloud operator’s goals, i.e., resource efficiency. It com-
prises four components, which we detail next. For simplicity,
we use the general termQernel throughout this Section.

8.1 Estimator
The estimator is responsible for predicting the fidelity of a
given Qernel on the underlying QPUs without executing the
Qernel. This prediction will be the leading decision factor
for the scheduler when assigning the Qernel to a QPU. To
achieve this, it computes a score for each Qernel-QPU assign-
ment that captures the potential fidelity of that assignment
and then uses the scores to rank the assignments. The esti-
mator supports configurable scoring policies that consider (1)
the Qernels’ properties generated from the compiler and (2)
the QPUs’ calibration data, which are available to quantum
cloud providers since they perform the calibration cycles.

For (1), important properties include the number and types
of gates, depth, and the number of measurements (§ 5.2). For
(2), recall that QPUs are characterized by calibration data
that describe the exact error rates of the QPU for that cali-
bration cycle (§ 2.2), specifically, the individual qubit readout
errors, the individual gate errors, and the𝑇 2 coherence times.
In this work, we implement two scoring policies: a numer-
ical approach for fine-grained control over the estimations
and a regression model approach for abstracting away the
complexity of estimation.
Numerical Cost Policy. This policy estimates execution
fidelity by leveraging the target-QPU transpilation output
of the compiler backend (§ 7). Target transpilation enables
fine-grained fidelity estimation by producing the mapping
between logical and physical qubits and the gate (instruction)
schedule. The mapping captures the expected readout and
gate errors, while the gate schedule captures the order and ex-
act timing that the gates will be applied on the qubits, which
reveals the hardware decoherence and crosstalk errors, as
explained in § 2.2.
Formally, for each qubit 𝑞𝑖 the readout error is 𝑒𝑟 (𝑖 ) , for

each gate 𝑔 𝑗 the error is 𝑒𝑔 ( 𝑗 ) , and the decoherence error is
𝑒𝑑 (𝑡 ) =1−𝑒−𝑡/𝑇 2𝑖 , where 𝑡 is the idle time of the qubit 𝑞𝑖 (no
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gates act on it [15]) and𝑇 2 is the decoherence time of 𝑞𝑖 . The
crosstalk error between gates 𝑔𝑘 and 𝑔𝑙 is 𝑒𝑐𝑡 (𝑘,𝑙 ) . Putting it
all together, the final fidelity score is computed as follows:
𝑓 𝑖𝑑 =1−∏𝑁

𝑖=0𝑒𝑟 (𝑖 )𝑒𝑑 (𝑖 )
∏𝑀

𝑗=0𝑒𝑔 ( 𝑗 )
∏𝑀×𝑀

𝑗=0,𝑘=0𝑒𝑐𝑡 ( 𝑗,𝑘 ) , where 𝑁 is
the circuit’s number of qubits and𝑀 is the number of gates.
Since all hardware error information is known at-priori, and
quantum errors accumulate multiplicatively, this policy pro-
duces high-accuracy estimations, as we show in § 9.3.
RegressionModel Policy.As discussed in § 2.2, QPU noise
errors are accurately measured at each calibration cycle, and
their impact on fidelity during quantum computation can
be described mathematically. Therefore, we can train a re-
gression model to predict the fidelity of a transpiled Qernel
on a possible QPU using the QPU’s calibration data and the
Qernel’s static properties as features [68, 73]. Specifically, we
use the aforementioned errors we defined in the numerical
cost policy as QPU features and the static properties (§ 5.2)
as Qernel features. Even simple regression models such as
linear regression achieve high prediction accuracy, up to 99%.
This policy is simple to use without detailed knowledge of
the relationship between errors. However, in QOS, we use the
numerical cost policy by default for estimation to have a clear
understanding and full control of the process.

8.2 Multi-programmer
The size of quantum programs that run with high fidelity is
small, leading to QPU underutilization (§ 3.3). To increase
QPU utilization, QOSmulti-programs two or more Qernels,
potentially from different users, to run on the same QPU.
We refer to this multi-programming as bundling the Qernels
together. However, trivially bundling Qernels together will
deteriorate fidelity because qubits interfere with each other
via crosstalk errors (§ 2.2). On top of that, bundled Qernels
that run for unequal durations do not necessarily increase
utilization sinceQPU effective utilization ismeasured in space
(number of QPU qubits allocated) and time (time qubits are
performing actual computation).
For example, a 10-qubit Qernel𝑄0 running on a 20-qubit

QPU gives 50% spatial utilization. However, assume that𝑄0
runs 3× longer than a 10-qubit Qernel𝑄1. During 2

3 of𝑄0’s
runtime, the qubits allocated to𝑄1 will be idle, decreasing the
effective utilization to only 66%. Recall that it is impossible
to schedule more Qernels during 𝑄0’s runtime, unlike in a
typical CPU (§ 2.2).
To minimize the fidelity impact and maximize the effec-

tive utilization ofmulti-programming,we utilize configurable
Qernel compatibility functions that quantify howwell-suited
are two Qernels to run together.
Qernel Compatibility Functions. Compatibility functions
measure the crosstalk errors and the effective utilization of
a Qernel pair by considering the Qernels’ static properties
(§ 5.2). To measure crosstalk effects, we identify pairs of 2-
qubit gates that run in parallel during Qernel execution. To

quantify thiswithout running thebundledQernels,weuse the
entanglement ratio and parallelismQernel static properties,
where higher values indicate a higher chance for crosstalk
errors [89]. Intuitively, the entanglement ratio captures the
proportion of 2-qubit gates over all gates, and parallelism cap-
tures howmany gates run in parallel per time unit, on average.
To measure the spatial dimension of effective utilization,

it suffices to compute the ratio of allocated QPU qubits over
the number of QPU qubits. To measure the temporal dimen-
sion, we compare the relative duration between two Qer-
nels. The depth static property reflects the longest chain of
gates that will be executed; therefore, it measures the Qer-
nel’s duration. More technically, we define effective utiliza-
tion as 𝑢𝑒 𝑓 𝑓 =

𝑁𝐶𝑚𝑎𝑥

𝑁𝑄𝑃𝑈
∗ 100+∑𝑘

𝑛=1
𝐷𝑛

𝐷𝑚𝑎𝑥
∗ 𝑁𝐶𝑛

𝑁𝑄𝑃𝑈
∗ 100, where

𝑁𝐶𝑚𝑎𝑥
,𝑁𝑄𝑃𝑈 are the number of qubits of the longest Qernel

and the QPU, respectively, 𝑘 is the number bundled Qernels
excluding the longest Qernel, and𝐷 is the depth of theQernel.
To put everything together formally, we score a possible

Qernel pair as follows: 𝑞𝑐 = 𝛼 𝑢𝑒 𝑓 𝑓 +𝛽 𝐸𝑅𝑏 +𝛾 𝑃𝐴𝑏 ↦→ [0,1],
where higher is better, 𝛼 + 𝛽 + 𝛾 = 1, and 𝑐 denotes bun-
dled, i.e., 𝐸𝑏 is the entanglement ratio of the bundled Qernels.
The four variables are tunable to give priorities on different
objectives, e.g., prioritize effective utilization or minimize
crosstalk. After experimenting and fine-tuning, we found
that 𝛼 = 0.25,𝛽 = 0.25,𝛾 = 0.5, and 𝑞𝑐 ≥ 0.75 gives balanced
results, as we show in § 9.4.

Figure9showsanexampleworkflow.Themulti-programmer
receives three Qernels with three estimations each and iden-
tifies𝑄𝑒𝑟𝑛𝑒𝑙 0 and𝑄𝑒𝑟𝑛𝑒𝑙 2 as a possible pair since their best
QPU is the same (𝑄𝑃𝑈 5) (a). It computes their independentuti-
lization,which is 31% and 37%, respectively, and the combined
utilization is under 100% (b). It computes the compatibility
score that surpasses the threshold (0.9 > 0.75) (c). Next, we
detail our multi-programming policies.
Multi-programming Policies. QOS supports pluggable
multi-programming policies for maximizing effective utiliza-
tion or minimizing fidelity penalties. In this work, we imple-
ment two multi-programming policies; the first is the fast
pathmulti-programming, where we can immediately bundle
two Qernels if there is no conflict between them, while the
second requires re-compilation and re-estimation.
Restrict Policy. The restrict policy uses the target QPU tran-
spilation output to bundle Qernels if there is no overlap in
their layouts. Practically, this means that for Qernels𝑄0 and
𝑄1, their logical qubits are mapped to disjoint sets of physi-
cal qubits on the QPUs. In that case, the policy bundles the
Qernels together, and fidelity loss is minimized through the
aforementioned compatibility score.
Re-evaluation Policy. This policy is the fallback of the re-
strict policy. If the Qernel layouts overlap, the two Qernels
are transpiled again for the target QPU, and their new fidelity
is estimated. If the new fidelity is lower up to a fixed 𝜖 > 0
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Figure 9.QOSmulti-programmer example workflow (§ 8.2). (a) Use the estimator’s output to find Qernels with the same best
QPU, (b) compute their independent utilization, and (c) compute their compatibility score. If compatible, (d) check for layout
overlap, and (e) apply the appropriate multi-programming policy.

value compared to the original fidelities, the bundling ismain-
tained. Otherwise, the multi-programmer selects the next
most compatible Qernel pair.
Figure 9 (d) shows the check for layout overlap. In this ex-

ample, yellowqubits belong to𝑄𝑒𝑟𝑛𝑒𝑙 0 and green to𝑄𝑒𝑟𝑛𝑒𝑙 1.
On the left, there is nooverlap,while on the right, the redqubit
is shared between the Qernels. (e) We apply the respective
policy (in this example, re-evaluation).

8.3 Scheduler
Scheduling quantum programs involves fundamental trade-
offs between conflicting objectives; specifically, users want
maximal fidelity andminimalwaiting times.However, tomax-
imize fidelity, most programs must run on the same subset
of QPUs that perform best in a given calibration cycle (§ 3.2).
This will lead to large and growing queues on these QPUs,
hence long waiting times for the users.

Our schedulerassignsandrunsQernels across space (which
QPUs) and time (when) and supports pluggable policies for
managing the aforementioned tradeoffs, prioritizing maxi-
mal fidelity, minimal waiting times, or a balanced approach.
The scheduler assigns Qernels to QPUs based on the fidelity
estimations provided by the estimator and the execution time
estimations, which we detail next.
Execution Time Estimation. To optimize for minimal wait-
ing times, the scheduler must first estimate each Qernel’s
execution time and then aggregate the execution time esti-
mations in each QPU’s queue to compute the total waiting
times. To estimate the execution time, we iterate the longest
path of the QIR of a Qernel (§ 5.1) that corresponds to the
longest-duration gate chain and thus defines the Qernel’s
execution time. By summing the gate durations of each node
in the longest path, we get the Qernel’s total execution time.
Formula-Based Policy. Optimizing for conflicting objec-
tives involves comparing twopossible solutions (e.g.,maximal
fidelity vs. minimal waiting times). In the formula-based pol-
icy, we use a simple scoring formula (Equation 1) to compare
and select between two possible assignments. This formula
factors fidelity, waiting time, and utilization to determine
which assignment is better, given priorities. The parameters
are as follows: 𝑓𝑖 : fidelity of the estimation result 𝑖 , 𝑡𝑖 : waiting
time for theQPU from estimation result 𝑖 ,𝑢𝑖 : utilization of the

QPU for estimation result 𝑖 , 𝑐 ∈ (0,1): a system-defined con-
stant that weighs the fidelity difference between estimations
andfinally, 𝛽 : a system-defined constant acting as aweighting
factor for utilization difference, balancing system through-
put and fidelity. By selecting higher 𝑐 , the system prioritizes
fidelity over waiting times, and vice versa, and by selecting
higher 𝛽 the system prioritizes utilization over fidelity, and
vice versa. By default, 𝑐 = 𝛽 = 0.5, which aims for balanced
fidelity, waiting times, and utilization.

𝑆𝑐𝑜𝑟𝑒 =𝑐
𝑓2− 𝑓1
𝑓1

−(1−𝑐) 𝑡2−𝑡1
𝑡1

+𝛽𝑢2−𝑢2
𝑢1

(1)

GeneticAlgorithmPolicy.Genetic algorithms excel at opti-
mizing for conflicting objectives by efficiently searching over
vast search spaces, and for that, they canbeused in the context
of QOS.We formulate amulti-objective optimization problem
with the conflicting objectives of fidelity vs.waiting times and
use the NSGA-II genetic algorithm [18] to solve it. The algo-
rithm creates a Pareto front of possible solutions (schedules),
each achieving a different combination of average fidelity and
average waiting times. Then, to select one of those schedules,
we use the formula described by Equation 1 to score each
schedule and select the schedule with the highest score.

8.4 Knitter
Following scheduling and execution, the QOS runtime col-
lects the results that are part of the initial circuit submitted
by the user. Recall that the circuit is lifted to the QIR (§ 5.3),
then optimized through divide-and-conquer techniques that
place virtual gates inside theQIR (§ 6), and finally instantiated
to replace the virtual gates with 1-qubit gates (§ 7.1). The
instantiation process generates up to𝑂 (8𝑘 ) instantiated sub-
Qernels (ISQs) for a single initial optimized Qernel (Figure
8 (a), Table 1). Finally, the ISQs are bundled with other ISQs,
possibly from other users, for increased utilization (§ 8.2).

Therefore, to compute and return the final result to the user
is not trivial; we must first unbundle the results frommulti-
programming and then merge the results from ISQs to the
original Qernel, a process called knitting. The structure of the
ISQs and their respective results resembles a tree structure,
where the leaf nodes are up to 𝑂 (8𝑘 ) results, and the root
node is the final result. Therefore, we adopt the map-reduce
pattern to perform knitting.
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Figure 10.QOS Compiler (§ 9.2). Impact of the QOS compiler on the circuit depth and the number of CNOTs. The circuits are
optimized using budget 𝑏=3, and we compare against Qiskit (red horizontal line), FrozenQubits [4] and CutQC [85]. There is an
average 46%, 38.6%, and 29.4% reduction in circuit depth, and 70.5%, 66% and 56.6% reduction in the number of CNOTs, respectively.

Unbundling for Multi-programming. The results first
pass through the multi-programmer to be unbundled. To do
this, the multi-programmer keeps a record that maps the ini-
tial (solo) Qernel IDs to the new, bundled Qernel ID, as well
as the Qernels’ sizes. Therefore, when receiving a new result
from a Qernel with an ID 𝑖 , it scans the record to find an entry
𝑖 , and if found, it splits the probability distribution bitstrings
(§ 2) into twoparts: the left-most and the right-most bits based
on the Qernel sizes. Then, it forwards the unbundled results
to the knitter for the map-reduce phases.
TheMap Phase. To efficiently process a large number of re-
sults (up to𝑂 (8𝑘 )), we follow a divide-and-conquer approach.
Specifically, we split the results into 𝑘 equal sizes and distrib-
ute them to𝑘 classical nodes to beprocessed inparallel (Figure
8 (b), step (1)). We parallelize across𝑘 to increase data locality
and reduce communication overheads since all results for
each of the 𝑘 cuts will be in the memory of the same node. Lo-
cally, each node performs tensor product (

⊗
) operations on

the probability distributions, which are parallelizable across
the node’s threads. If available in the node, QOS leverages
GPUs or TPUs to accelerate the tensor products. Following
this process, the 𝑘 nodes output 𝑘 intermediate results, ready
to be reduced into a single result.
TheReducePhase.QOSselectsanyof the𝑘 nodes toperform
the reduce step. The rest of the nodes send the intermediate
results to this node, which performs a thread-parallel sum of
𝑘 results. Equivalent to the map phase, the parallel sum can
also be executed on GPUs. This produces the final output to
be returned to the user (Figure 8 (b), step (2)).

9 Evaluation
9.1 Experimental Methodology
Experimental Setup.We conduct two types of experiments:
(1) classical tasks, such as circuit transpilation and trace-based
simulations, and quantum tasks (2), which run on real QPUs
for measuring the circuits’ fidelities.
For (1), we use a server with a 64-core AMD EPYC 7713P

processor and 512 GB ECCmemory. For (2), we conduct our
experiments on IBM Falcon r5.11 QPUs. Unless otherwise
noted, we use the IBM Kolkata 27-qubit QPU.
Framework and Configuration. We use the Qiskit [65]
Python SDK for compiling quantum circuits and running
simulations. We compile quantum circuits with the highest

optimization level (3) and runwith 8192 shots. Each data point
presented in the figures is the median of five runs.
Benchmarks.We studyQOS on a set of circuits used in state-
of-the-art NISQ algorithms, adopted from the 3 benchmark
suits of Supermarq [89], MQT-Bench [67] and QASM-Bench
[43]. The algorithms’ circuits can be scaled by the number of
qubits and depth. Specifically. We study 9 benchmarks: GHZ,
W-State, Bernstein Vazirani (BV), Hamiltonian Simulation
(HS-𝑡 ), Quantum-enhanced Support Vector Machine (QSVM),
Two Local Ansatz (TL-𝑛), Variational Quantum Eigensolver
(VQE-𝑛), and Approximate Optimization Algorithm (QAOA-
R/P), these benchmarks cover awide range of relevant criteria
for evaluating QOS.

For the TL and VQE circuits, we use circular and linear en-
tanglement, respectively. The HS, VQE, and TL benchmarks
are scalable by their circuit depth with the number of time-
steps 𝑡 and layers in the 𝑎𝑛𝑠𝑎𝑡𝑧 𝑛. The QAOA-R/P circuits
are initialized using regular/power-law graphs, respectively,
with degree 𝑑 ∈ {1,3}.
Metrics.We evaluate the following metrics:
• Fidelity: We use the Hellinger fidelity as a measure of how
close a noisy result is to the desired ground truth of a quan-
tum circuit [22, 33]. The Hellinger fidelity is calculated as

𝐹𝑖𝑑𝑒𝑙𝑖𝑡𝑦 (𝑃𝑖𝑑𝑒𝑎𝑙 ,𝑃𝑛𝑜𝑖𝑠𝑦) =
(
1−𝐻

(
𝑃𝑖𝑑𝑒𝑎𝑙 ,𝑃𝑛𝑜𝑖𝑠𝑦

)2)2 ↦→ [0,1],
where 𝐻 is the Hellinger distance between two probabil-
ity distributions, and 𝑃𝑖𝑑𝑒𝑎𝑙 ,𝑃𝑛𝑜𝑖𝑠𝑦 are the ideal and noisy
probability distributions, respectively.

• Circuit Properties: Number of CNOT gates and depth.
When a Qernel contains more than one sub-Qernel, we
use the sub-Qernel with the maximum depth, amount of
CNOTs, or an average of these two properties.

• Waiting Time: The time a circuit spends in a QPU’s queue,
waiting for execution, in seconds.

• ClassicalOverhead:Theoptimizationandpost-processing
overheads (§ 7) of the QOS compiler vs. Qiskit’s transpiler
[66].

• QuantumOverhead: The number of additional quantum
circuits we need to execute per original quantum circuit.

Baselines.Weevaluate theQOScompileragainstQiskitv0.41,
CutQC [85] and FrozenQubits [4]. QOS’s multi-programmer
is evaluated against [17]. Regarding QOS scheduler, to the
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Figure 11. QOS Compiler (§ 9.2). Impact of the QOS compiler on the circuit fidelity against Qiskit [66], CutQC [85], and
FrozenQubits [4]. The circuits are optimized using budget 𝑏=3. There is a mean 2.6×, 1.6×, and 1.11× improvement for 12-qubit
circuits, respectively. There is a 456.5×, 7.6×, and 1.67× improvement for circuits of 24 qubits, respectively.

best of your knowledge, [73] is the only peer-reviewed quan-
tum scheduler, but it doesn’t provide source code or enough
technical details to faithfully implement it.

9.2 QOS Compiler
RQ1:How well does the QOS compiler improve the fidelity of
circuits that run on NISQ QPUs? We evaluate the performance
of the QOS compiler w.r.t the post-optimization properties
and fidelity of the circuits while also analyzing the classical
and quantum costs of our approach.
Effect on the Circuit Depth and Number of CNOTs. In
Figure 10, we show the performance of the QOS compiler on
the circuits’ depth and number of CNOTs, where we plot the
relative difference in post-optimization circuit depth and the
number of CNOTs between Qiskit (the red horizontal line)
and FrozenQubits [4], CutQC [85], and the QOS compiler.
Figures 10 (a) and (c) show that the circuit depth decreases
by 46%, 38.6%, and 29.4%, respectively. Figures 10 (b) and (d)
show that the number of CNOTs decreases by 70.5%, 66%,
and 56.6%, respectively. The improvement in both metrics
against the baselines is attributed to the composability of our
compiler; the combined effect of circuit compactions (§ 6)
achieves better results than standalone techniques.
Impact on Fidelity. Figure 11 shows the QOS-optimized
circuits’ fidelity against Qiskit [66], CutQC [85], and Frozen-
Qubits [4]. The results show a mean 2.6×, 1.6×, and 1.11×
improvement for 12-qubit circuits, respectively, and a 456.5×,
7.6×, and 1.67× improvement for circuits of 24 qubits, respec-
tively. The fidelity improvement is a consequence of lower
circuit depths and fewer CNOTs, as shown in Figure 10.
Classical andQuantumOverheads.Figure 12 (a) shows the
average classical andquantumoverheads of theQOScompiler.
The classical overhead is 16.6× and 2.5× for 12 and 24 qubits,
respectively, and the quantum overhead is 31.3× and 12× for
12 and 24 qubits, respectively. However, fidelity improves by
2.6× and 456.5× for 12 and 24 qubits, respectively; therefore,
for larger circuits, the fidelity improvement is worth the cost.
Scalability.To demonstrate that theQOSCompiler increases
the scalability,we run theVQE-1benchmarkonahypothetical
1000-qubit QPUwith one-qubit gate errors of 10−4, two-qubit

gate errors of 10−3, and measurement errors of 10−2. We opti-
mizewithbudget𝑏 ∈ {0,1,4,8} and report the estimatedfidelity.
Figure 12 (b) shows that all budget 𝑏 values improve the esti-
mated fidelity, with a tradeoff of improvement vs. overheads.

RQ1 takeaway: The QOS compiler improves the properties
of quantum circuits by 51% on average, leading to an
improvement in fidelity of 2.6–456.5×, while incurring
acceptable classical and quantum overheads.

9.3 Estimator
RQ2:How well does QOS’s estimator address spatial and tem-
poral heterogeneities? We evaluate the estimator’s precision
in selecting the top-performingQPU for each benchmark.We
establish a baseline using the on-average best-performing
machine every calibration day. On the day of the experiment,
IBMAuckland was the best-performing machine (also with
the highest number of pending jobs).
Estimator’s Accuracy. Figure 12 (c) shows the fidelity of
the eight benchmarks when run on QPUs selected by the
estimator versus when run on the IBMAuckland QPU. The
QPU selected for the BV benchmark is Auckland; therefore,
we omit this result. For the rest of the benchmarks, the IBM
Sherbrooke and Brisbane QPUs were automatically selected.
Interestingly, the fidelity is on par or even higher than IBM
Auckland, except for only one benchmark, the QAOA-P1.

RQ2 takeaway: QOS’s estimator automatically identifies
QPUs with higher fidelity than the current standard practice.

9.4 Multi-programmer
RQ3:Howwell doesQOS’smulti-programmer increaseQPUuti-
lization with minimum fidelity penalties? We evaluate the im-
pact of the multi-programmer on the fidelity of co-scheduled
circuits for certain utilization thresholds.
Utilization vs. Fidelity. Figure 13 (a) shows the average
fidelity of nine benchmarks with utilization of 30%, 60%, and
88%. The three bars represent: no multi-programming (No
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Figure 12. QOS Compiler (§ 9.2) and QOS Estimator (§ 8.1). (a) Compiler: classical and quantum overheads and fidelity
improvement as a relative factor to Qiskit. For 24 qubits, the improvement outweighs the overheads. (b) Compiler: scalability to
a large, hypothetical 1000-qubit QPU. Any budget𝑏 >0 achieves higher quality results than using no optimizations. (c) Estimator’s
performance: fidelity of IBM Auckland vs. the QPU automatically selected by the estimator.

M/P) refers to large circuits that run solo, baseline multi-
programming (Baseline M/P) refers to [17], and QOS’s multi-
programming approach (QOS M/P). There is an average 9.6×
improvement in fidelity compared to solo execution and an
average 15% (1.15×) improvement compared to the baseline.
Effective Utilization. The results in Figure 13 (b) show that
QOS achieves, on average, a 7.2% higher effective utilization
(§ 8.2), with a maximum improvement of 10.1%.
Fidelity Penalty vs. Solo Execution. In Figure 13 (c), we
evaluate the fidelity penalty of multiprogramming vs. solo
circuit execution for utilization of 30%, 60%, and 88%. The
fidelity loss is 2%, 9%, and 18%, respectively. The average fi-
delity loss is 9.6% compared to solo execution, which is in line
with previous studies [17, 47]. In the worst case (18%), the
fidelity loss is caused by the restrictions in high-quality qubit
allocations and the crosstalk errors.

RQ3 takeaway: The QOS multi-programmer improves fi-
delity by 1.15–9.6× and effective utilization by 7.2% compared
to the baselines while incurring an acceptable fidelity penalty
(<10%) compared to solo execution.

9.5 Scheduler
RQ4:How well does QOS’s scheduler balance fidelity vs. wait-
ing times and balance the load across QPUs? We evaluate our
scheduler by generating a representativeworkload consisting
of a dataset we collected during the development of QOS.
Dataset Collection.During our exploration of the motiva-
tional challenges (§ 3) and experimentation and evaluation
of the QOS components and their policies, we collected a
dataset of 70.000 benchmark circuits and more than 7000 job
runs in the quantum cloud. We use this dataset to simulate
representative workloads, as we detail next.
Workload Generation. To generate realistic workloads, we
monitored all available QPUs on the IBM Quantum Cloud
[37] for ten days in November 2023 to estimate the hourly job
arrival rate. The average hourly rate is 1500 jobs per hour and
is the baseline systemworkload for our evaluation.

Fidelity vs.Waiting Time. Figure 14 (a) shows the perfor-
mance of the formula-based scheduling policy. We show the
average fidelity and waiting time as the fidelity weight, 𝑐 ,
changes (§ 8.3). A weight of 0.7 achieves ∼5× lower waiting
times than full priority of fidelity while sacrificing only ∼2%
fidelity. Figure 14 (b) shows the Pareto front of scheduling
solutions generated by the genetic algorithm policy. Aweight
𝑐 =0.5 achieves 2× lower waiting times with 4% lower fidelity.
QPU Load Balancing. Figure 14 (c) shows the QPU load as
the total runtime each QPU was active, in seconds, for the
formula-based policy. All QPUs handle similar loads, with a
maximum difference of 15.2%.

RQ4 takeaway: QOS scheduler balances the trade-off be-
tween waiting times and fidelity by reducing them 5× and
only 2%, respectively, while balancing the load across QPUs.

10 Related work
Quantum optimization techniques can be categorized as (1)
qubitmappingandrouting[6, 44, 50, 51, 58, 61, 81, 86, 88, 93, 96,
98], (2) instruction/pulse scheduling [15, 26, 52, 78, 82, 91, 97],
(3) gate synthesis/decomposition [14, 46, 58, 62, 78, 79, 95], (4)
execution post-processing and readout improvement [11, 13,
16, 48, 59, 60, 87], and (5) circuit compaction [4, 7, 9, 20, 34, 49,
54, 55, 63, 85]. These techniques are implemented standalone
without a compiler infrastructure and, thus, are not compos-
able. Instead, the QOS compiler offers a powerful IR that en-
ables incorporating such techniques in a composable manner.
Moreover, application-specific optimizations focus only

on specific algorithms to enhance fidelity but lack generality
[1, 24, 25, 32, 40, 45, 69, 70, 74, 83, 92]. In contrast, the QOS
compiler is a generic approach applicable to all applications.
The state-of-the-art in quantum multi-programming is

fairly limited [17, 47] and focuses solely on high-quality map-
ping, overlooking the systematic selection of compatible pro-
grams for utilization or fidelity. Notably, key optimizations
from [17] are integrated into the Qiskit transpiler workflow
[66], therefore, are already used by the QOSVirtualizer (§ 7.2).
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Figure 13.QOSMulti-programmer (§ 9.4). (a) Impact of multi-programming on fidelity. There is a 9.6× and 1.15× improvement
compared to nomulti-programming and the baseline, respectively. (b) Effective utilization. There is 7.2% higher effective utilization
onaverage. (c)Relativefidelityw.r.t. solo circuit execution. There is anaverage 9.6%drop infidelity due toQOS’smulti-programming.
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Figure 14.QOS Scheduler (§ 9.5). (a) Formula-based scheduling policy: Average fidelity vs. average waiting times. A fidelity
weight 𝑐 = 0.7 achieves ∼ 5× lower waiting time for only ∼ 2% lower fidelity. (b) Genetic algorithm policy: it creates a Pareto
front of schedules, where a fidelity weight 𝑐 = 0.5 achieves 2× lower waiting times for ∼ 4% fidelity decrease. (c) QPU load as
the total runtime of each QPU for the formula-based policy. The maximum load difference between any two QPUs is 15.2%.

Lastly, current quantum scheduling methods [8, 73, 76] are
limited because they (1) schedule circuits one at a time, (2) ne-
glect QPU utilization, (3) lack fine control over waiting times
versus fidelity, and (4) require manual input for final sched-
uling decisions. Work in the quantum cloud computing area
[38, 41, 72] and in quantum serverless [23, 29, 53]; describes
quantum cloud characteristics or potential architectures, but
QOS is the first end-to-end QPUmanagement system.

11 Conclusion
We presented QOS, a system that composes cross-stack OS
abstractions to address the challenges of quantum computing
holistically. The synergy between compaction techniques,
performance estimation, multi-programming, and schedul-
ing systematically explores the tradeoff space associatedwith
quantum. Specifically, QOS achieves up to 456.5× higher fi-
delity at a 12× overhead cost, up to 9.6× higher fidelity for a
target utilization for 9.6% lower fidelity than solo execution,
and up to 5× lower waiting times for 2% lower fidelity.
Contributions.Our main contributions include:

1. To our knowledge, QOS is the first attempt to combine
circuit compaction with quantum resource manage-
ment to tackle the challenges of QPUs holistically.

2. We leverage the QOS compiler infrastructure to com-
pose optimizations that improve fidelity in a scalable
manner, significantly outperforming their individual
application (i.e., the current practice).

3. To our knowledge,we are thefirst to account for and im-
prove both temporal and spatial QPU utilization when
multi-programming quantum programs, while mitigat-
ing its associated fidelity penalties.

4. Our scheduler balances the inherent tradeoff between
fidelity andwaiting times, leading to better overall QoS.
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