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Abstract

Modern applications employ several heterogeneous memory types
for improved performance, security, and reliability. To manage
them, programmers must currently digress from the traditional
load/store interface and rely on various custom libraries specific to
each memory type, thus introducing programmability, performance,
portability, and protection challenges.

To overcome these challenges, we propose ToasT, a compiler-
based approach that offers a simplified programming model based
on the established load/store interface along with programmable
error-handling and memory consistency enforcement mechanisms
and a protection library for memory safety.

We implement ToasT in the Clang/LLVM compiler framework
accompanied by a runtime library, employing software storage
capabilities and hardware-based protection mechanisms. Our evalu-
ation based on four applications, which use heterogeneous memory
types, shows that ToasT improves the programmability, portability,
and protection of applications, while offering performance on par
with a hand-optimized version of the application.
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Modern applications employ heterogeneous memory types for
performance, security, reliability, and domain-specific computing [5,
25, 44, 50, 53]. These heterogeneous memory systems span almost
all aspects of the stack, e.g., network (RDMA [61]/DPDK [6]), stor-
age (SPDK [10]/persistent memory [8]), secure enclaves [9], and
accelerators [13]. Furthermore, NUMA [67] and the introduction of
CXL-capable [37] devices further create a memory hierarchy due
to their differences in access patterns and latency.

In theory, heterogeneous memory subsystems are accessible via
DMA, i.e., allowing read and write directly from and to memory re-
gions. However, in practice, these memory subsystems are accessed
via a range of subsystem-specific auxiliary libraries, which force
programmers to digress from the traditional load/store interface to
access byte-addressable memory regions [53, 61]. This library-based
approach leads to four significant challenges for heterogeneous
memory management (“The 4P challenges"): (i) Programmability,
(ii) Portability, (iii) Protection, and (iv) Performance.

Programmability challenges arise because programmers must
learn and understand the APIs and libraries for each memory tech-
nology separately [56]. Moreover, the library-based approach intro-
duces portability challenges when the underlying hardware evolves
with the introduction of new technologies. Current approaches
require a complete re-design of the software system to adapt to
a new heterogeneous memory subsystem. Programmers have to
rewrite their code to a great extent using different access patterns,
libraries, and APIs. This is a cuambersome and error-prone task.

Furthermore, heterogeneous memory management introduces
protection challenges as a programmer juggles different memory
regions. A potential error during application development can lead
to undesired code behaviors, such as sensitive information leakage
to untrusted devices or mistakenly persisting temporary data.

Lastly, developers are pressed to achieve optimal performance,
which is tough when they must deal with different libraries and their
varied interfaces. At the same time, in the context of concurrent
programs, it is important to ensure that the program remains correct
under subtle memory consistency and persistency models [57, 58].

We consider the following problem: How do we define a het-
erogeneous memory programming interface, which provides pro-
grammability, i.e., an easy-to-learn and understand interface, porta-
bility, i.e., minimizing the effort involved in changing underlying
technologies, protection against accidental data sharing between
different memory regions, while providing performance on par with
or exceeding existing libraries?
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s struct sockaddr_in svr_addr, clt_addr;
. svr = socket(AF_INET, SOCK_STREAM, 0); |

s clt = accept(svr, &clt_addr, sizeof(clt_addr)); 8

11

) for (;;)
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event_loop(FILE log)
int svr, clt; > 1X, tx = get_queues()

s for (3)

svr_addr = init_server_addr(); poll(rx);

bind(svr, &svr_addr, sizeof(svr_addr));

listen(svr, 3); 7 if (is_write(buf))

char buf[msg_sz]; 9

//Waiting for data to arrive
read(clt, buf, msg_sz);

if (is_write(buf)) clflush(log);

event_loop(uint64_t « log)

//Waiting for data to arrive 4
char « buf = get_buf(rx);

//Storage pointer

uint64_t « log = next_log(buf, log_sz);
0 //Writing to storage device

«log = buf << 32 | len(buf);

//Makes writing visible

1 event_loop(T_log log)

21X, tx = get_queues();

s for (3)

//Waiting for data to arrive

T_net buf = get_buf(rx);

o if (is_write_request(+buf))

7 //Writing to storage device

8 log[idx++] = buf << 32 | len(buf);
write_response(tx)

Listing 3: Toast version of the

applications in Listings 1 & 2.

//Writing to storage device
write(log, buf, msg_sz);
//Acknowledge to clt

//Free buffer
char « extra = next_free_buf();
swap(buf, extra);

write(clt, rsp, rsp_sz); 17 write_response(tx);

Listing 1: Using POSIX API to write a Listing 2: .]JAccessing network and

network stream to a file.

Overall, due to the heterogeneous nature of the devices that
leverage DMA [37], designing a unified interface comes with in-
herent challenges. While heterogeneous memory can be accessed
over the memory bus, due to device-specific implementations, ad-
ditional actions might be required, including reading and writing
to specific memory addresses before or after the data transfer and
additional cache flushes. Furthermore, heterogeneous devices have
different sources of errors and faults, leading to vastly different
error-handling procedures. Moreover, these heterogeneous devices
present a range of memory consistency and persistency semantics,
incurring correctness issues for concurrent programs.

Current state-of-the-art approaches for API unification [13, 22,
42, 49, 70] mainly target specific device classes, e.g., GPUs/FPGAs,
and introduce one API per use-case, hindering programmability
and portability. Additionally, further approaches aim to optimize
memory accesses in shared memory systems [14, 19, 35, 41]. How-
ever, they neither provide support for different memory layouts
and access patterns nor explicit memory protection.

Notably, the emerging CXL technology [37] enables direct mem-
ory access in heterogeneous memory systems by relying on special-
ized CXL PCle-attached hardware bridge devices. Therefore, CXL
systems are restricted to the memory systems supporting these spe-
cialized hardware bridge devices. Moreover, CXL systems do not
support various memory types, such as secure enclave memory, NIC
memory (DPDK), SSD/NVMe memory (SPDK), etc. Finally, CXL
does not inherently provide any built-in protection mechanism.

To this end, we propose ToAsT, a simplified, generic programming
model based on the established load/store interface combined with
an error handling mechanism and a protection library to isolate
different memory regions. ToAST consists of a compiler, based on
Clang/LLVM [36, 68], and a run-time component. The compiler
component lowers a high-level load/store interface to our lower-
level run-time component. As part of our run-time component,
we introduce the abstraction of ToAsTPtr, a pointer associated
with a specific memory region that is manipulated using a single
uniform interface in the programming language. Under the hood,
considering the underlying memory consistency and persistency
models, the TOAST run-time transparently translates interface calls
to region-specific library calls. ToasT further provides optional

storage device with DMA [53].

programmable error-handling callback hooks to enable the pro-
grammer to handle memory device-specific errors.

ToasTPtrs lift library/device-specific calls to a device-indepen-
dent load/store interface at the language level. Thus, ToAST eases
programmability by reducing the technology-specific knowledge
required from the developer. ToasTPtrs are given semantics via a
configuration file, which can be easily adapted for different tech-
nologies, thus improving portability. Importantly, once a configura-
tion for a technology is correctly designed, the developer can reap
its benefits across applications without additional effort.

Lastly, ToAsT incorporates two protection mechanisms to pre-
vent programming errors related to unintended data sharing be-
tween memory regions; (i) a software-based mechanism designed
as capability storage and (ii) a hardware-based mechanism using
Intel’s Memory Protection Keys (MPK) [39].

We evaluate ToAsT on four representative applications that ac-
cess five different memory types via device-specific libraries: (a)
a secure in-memory key-value (KV) store [25], (b) a replication
protocol [23, 73], (c) a persistent shared log application [4] and (d)
a persistent KV store [69]. Our evaluation shows that ToAsT im-
proves programmability, portability, and protection of applications
while incurring a mean performance overhead of 4.9 % compared
to hand-optimized code. ToasT has been made publicly available
(https://github.com/TUM-DSE/Toast).

2 Motivation: The 4P Challenges

Modern applications employ multiple heterogeneous memory re-
gions. These regions differ in trust (TEEs), latency (NUMA, CXL),
and persistence (memory-mapped files and PM). Furthermore, appli-
cations often use DMA-capable devices (e.g., SPDK for SSDs, DPDK
for NICs), which comprise another source of heterogeneity in the
memory system. These devices expect specific data structures and
read/write patterns to reach their full potential. Thus, adopting a
new technology often requires that developers invest time to learn
new device-specific library APIs and leads to the rewriting of major
parts of an application to achieve the desired performance. Such
changes are invasive, time-consuming, and error-prone.

For example, Listing 1 shows a code path that accepts network
packages and writes them to a log on a file system using the POSIX
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Table 1: Memory types

Memory Types Persistence | Encryption Consistency type Access patterns Library required
DRAM Volatile Optional Architecture dependent Random None
Persistent memory Non-volatile Optional Configurable Random Yes (e.g., PMDK [8])
Kernel-bypass storage || Non-volatile Optional Configurable Sequential Yes (e.g., SPDK [10])
Enclave memory Volatile Encrypted | Architecture dependent Random Yes (e.g, Intel SGX SDK [86])
NIC memory Volatile Optional Protocol-dependent Sequential Yes (e.g., DPDK [6])
GPU memory Volatile Optional Architecture dependent | Sequential, highly-parallel Yes (e.g., CUDA [77])
’ Protection domain #1 ‘ Efficient resource access management is important when dealing
— with multiple memory regions. Currently, developers are responsi-
Application| | RegcnilR=gien Fesian ble for correctly handling the pointers returned by various libraries.
code forary #1 # | | #n Calling a library with a pointer from another can lead to informa-
C J tion leaks (e.g., revealed keys) or memory corruption (e.g., buffer
Y g y y p g
Memory type overflow attacks). Therefore, providing a form of memory region-

Figure 1: Virtual address space layout in ToasT

API. Listing 2 shows the same program based on non-blocking
communication between devices and CPU by introducing hetero-
geneous memory subsystems, i.e., Remote Direct Memory Access
(RDMA) and Persistent Memory (PM).

These modern technologies use different interfaces, which re-
sults in little code reuse between implementations. They also have
different abstractions for the user; on the one hand, POSIX pro-
vides common abstractions and on the other hand, the user has to
manually add polling and cache-line flushes to ensure correct code
behavior in the second implementation. Transitioning from one
technology to another requires addressing the following challenges:
Programmability. Programmers must familiarize themselves with
the libraries used in their application.For concurrent programs, de-
velopers must be aware of the concurrency primitives such as the
atomics in C/C++ or the locking mechanisms to write correct and ef-
ficient concurrent programs. Furthermore, each memory type needs
its memory allocator to ensure that the memory layout follows the
specifications of the underlying device. This imposes significant
programming challenges as each library creates pointers to its re-
spective memory regions, which can be stored and later reused from
other application parts. Pointers of two different libraries are con-
ceptually distinct. Still, they are not distinguished by the language’s
type system and can, therefore, be inadvertently confused by the
programmer, resulting in reliability and security vulnerabilities.
Portability. Adapting modern systems to use new technologies is
challenging. The APIs to handle each memory type or device might
be designed for or integrated with the application’s logic. This can
be mitigated through an abstraction layer. However, the design of
such a layer is a non-trivial task. On top of that, the developers
must carefully perform the deployment of an abstraction layer
throughout the application. Thus, an application gets strongly tied
to a specific abstraction layer, hindering portability.
Performance. The appeal of modern heterogeneous memory sys-
tems is their superior performance compared to conventional ab-
stractions. However, their focus on performance often leads to
a tight coupling of the application logic with the technology to
take advantage of techniques like zero-copy or asynchronous calls.
Moreover, these devices offer different memory consistency models
with varying performance properties. This requires careful opti-
mizations, which are often tedious and error-prone.

Protection.

level isolation is crucial to protect against pointer misuse, i.e., a
mechanism to ensure correct access to different memory regions
only via their respective library pointers.

3 Overview

Programming languages offer a well-known abstraction for ac-
cessing local memory, namely, the load/store model. Pointers are a
central part of this model, providing ease of programmability when
communicating with the local memory.

Device libraries often expose pointers to DMA’ed memory re-
gions to programmers to enable zero-copy operations. However,
this requires developers to use specific functions to access memory
safely. This, in turn, results in inconsistencies in the developer’s
mental model, as they have to interact with pointers in vastly dif-
ferent ways. Additionally, the idiosyncrasies of each memory type
(e.g., persistence granularity) as well as the different access patterns
they require (e.g., writing to network queues) make both the uni-
fication of the various memory types’ interfaces and the memory
type-specific error-handling process quite challenging. To highlight
the level of complexity, we present typical memory type examples
and their unique characteristics in Table 1.

3.1 The ToasT Programming Model

To provide similar levels of programmability, portability, and perfor-
mance as those offered by local memory, we propose ToAsT. ToAST
introduces the concepts of memory type, memory region and protec-
tion domain. A memory type is a set of address ranges in an address
space, which is accessed uniformly via a single set of API calls. A
memory type may be mapped to RAM, devices, or special memory
like PM or enclave memory. A memory region is an address range
in a memory type, e.g., the Tx/Rx queue for a NIC. A protection
domain is a set of access rights to address range mappings. Figure 1
shows the relationship between the different concepts.

ToAsT refines (annotates) the pointer type with the memory type,
thus creating a separate pointer type for every memory type. It
transparently injects code, calling the corresponding TOAST run-
time library (see § 4.5) for the annotated pointers to support normal
dereferencing while guaranteeing the right order of library calls.
On top of this, ToAsT provides memory protection mechanisms
to prevent accidental memory mishandling due to programming
errors. For the concurrent programs ToAsT provides an option to
specify the consistency model to be preserved for code generation.
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Table 2: ToasT APIs and error handling routines

Runtime library APIs Description
write() Writes data to memory
read() Fetches data from memory

err_handler(stack,...) Called by the ToAsT runtime library in case

of an erroneous memory access

Error handling routines

retry() Retry the last operation
continue() Handler corrected the data
abort() Cleans up the current context, and returns

an invalid pointer

ToasTPtr. ToAsT’s programming model is based on the fact that
devices interact with the CPU over the memory bus with load/store
operations. Most programming languages offer these operations in
the form of assignments, e.g., the operator ‘=" in C. However, devel-
opers cannot use them directly when they interact with devices, as
devices are usually accessed via specific low-level libraries.

A ToasTPtr is a pointer to a memory region. ToasTPtrs contain,
in addition to the address, the memory type as well as the protection
domain, which enable ToAsT to check memory safety violations
when a ToasTPtr is dereferenced. The ToasT compiler transforms
pointer (de)references to read and write calls to the ToAsT runtime
library, which acts as a proxy layer between ToAasTPtr operations
and the low-level runtime library for different devices. Moreover,
for the concurrent programs, based on the consistency models
specified in the configuration, the ToasT compiler generates the
required library calls that enforce the desired consistency model.
Error handling. Error handling is an integral part of any applica-
tion. Pointers are notoriously bad at communicating errors as they
only have two states: the invalid null and the valid non-null. ToasT
allows developers to register error handlers. In case of an error (e.g.,
a device initialization error, a failed integrity check), ToasT calls the
respective error handler with a pointer to the program’s call stack, a
source code position, error information from the underlying device,
and a pointer to internal memory, e.g., transmission buffers, hash
values, etc., which can be used in the error handler to recover from
an error or to collect debug information.

An error handler returns one of the following states to ToAsT
(see Table 2): retry signals TOAST to retry the operation; continue
means that the handler corrected the error in the internal data,
and ToAsT returns the corrected data to the caller; abort instructs
ToAsT to clean up the current action and return an invalid pointer.
Device configuration. In ToasT, the developer defines the device
configuration once. It can then be reused across different appli-
cations seamlessly, provided that the ToasTPtrs referring to this
device are annotated correctly in the code. Thus, different projects
can adopt and combine existing configurations, promoting general-
ity and re-usability. Precisely, the device configuration includes (i)
the memory type, (ii) the name of the memory type’s proxy library,
and (iii) the header files to locate the appropriate library functions.
Workflow. Figure 2 presents the flow of a ToasT application and
Table 2 shows the ToasT API after the compiler transformation.
The developer provides the ToasT compiler with the code and a
configuration file with the information for interacting with memory
types. During compilation, the pointer (de)reference operations
are transformed into read() and write() calls to the ToAsT runtime
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library (D. A dereference of a ToasTPtr is lowered to a call to the
ToasT proxy library (2), which performs the necessary checks. Then,
if the user enables the ToAsT protection mechanism, the appropriate
protection checks and access rights management operations are
executed ) and ToAsT calls the underlying library @.

If the library returns normally, the ToAsT proxy provides the
DMA’ed area to the user’s code. If an error occurs, the proxy li-
brary informs the error handler registry (3, collects the necessary
information, and triggers an error handling event (6. The error
handler returns to the error registry either a retry, continue or abort
indication, which is forwarded to the proxy library. Finally, the
proxy library returns with either a valid or an invalid pointer.

ToAST requires a device-specific implementation of its proxy
library. However, this effort has to be done once per DMA-capable
device and is reusable across all applications.

3.2 System Model

Fault model. We assume data is shared between different software
components, e.g., libraries. However, not all components are allowed
to access all data. We consider each memory region dedicated to
a component part of a protection domain. We also assume that
accidental sharing of information across protection domains (e.g.,
without explicit pointer casting) is a critical fault. Importantly,
ToasT assumes that programmers do not have malicious intent and
only prevent inadvertent programming errors.

Programming model. ToasT is designed for heterogeneous mem-
ory types with different access semantics. We assume that the sys-
tem has a unified address space, i.e., the address does not contain
information about the type of memory it refers to. In the underlying
system, memory is accessed via memory type-specific interfaces,
e.g., device-specific library APIs or specific CPU instructions, not
via direct, common assignment operations. Note that when porting
an application to ToAsT, its logic remains unchanged. The devel-
oper only needs to adapt memory accesses to use ToasTPtr and
incorporate device-specific error handling. If the application is opti-
mized to use specific hardware features (e.g., XPLine for PM), ToAsT
preserves the optimizations as the access patterns remain intact.
Importantly, the current ToAST prototype targets C/C++ applica-
tions. However, ToAST’s techniques are language-independent and
they can be implemented at the LLVM IR level. In this way, ToAsT
can still be applied to languages providing high-level abstractions.
Type system. ToasT modifies existing types of the type system.
However, since the original type can still exist in the code base,
ToAsT preserves the existing ones but also enriches the type collec-
tion of the language. Thus, it extends the language by embedding
information that results in transformed types while maintaining
the original ones for compatibility purposes.

Memory model. ToasTPtr does not enforce any memory ordering
specification for the shared memory accesses. Therefore, ToAsTPtr
seamlessly follows the memory consistency models enforced by the
underlying C/C++ concurrency primitives. Our framework allows
specifying a memory model from sequential consistency, release-
acquire, or relaxed by the programmers. Based on the specification,
ToasTPtr enforces memory orders of its internal memory accesses.
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Figure 2: ToasT overview: The compiler creates the binary and links it with the runtime libraries (D). The binary dereferences a
ToasTPtr (2), which results in the proxy library communicating through the protection library 3) with the devices @. In an
error case, the proxy library informs the error handler registry 5), which collects information for the handler and calls it (6.

3.3 Example Revisited

We illustrate the ToAST programming model (Listing 3) using the
simple example from Section 2 that involves a network and a storage
interface. In this example, the programmer has to perform network
and storage management with different interfaces and semantics.
We observe that the actual task concerns only copying data received
from the network (e.g., sockets, NIC) to the storage (e.g., SSD, PM).

Listing 3 shows the example code of Listing 1 and Listing 2
transformed with ToasT. It abstracts away the POSIX APIs, and the
RDMA and PM library calls as well as the device-specific operations
(e.g., polling, flushing). The intended logical functionality becomes
decoupled from device-specific library calls, allowing the program-
mer to focus only on the logical operations when programming
and debugging. ToAsT relies on the configuration files to rewrite
the simplified code and produce the expected correct binary.
Config(uration) file. ToasT encapsulates the device configuration
in a config file that contains a set of rewriting rules for device-
specific library calls. Each pointer type is associated with a header
file that incorporates implementing the desired operations (e.g.,
pointer dereference, store operation). An example configuration
file for Listing 3 is shown below:

1 "network" : {
"header" : "toast_runtime/toast_network_ptr.h",
s "type" : "ToastNet:NetworkPtr",

i "consistency" : "[SC/RA/Relaxed/NA]"
s b
» "log" : {
"header" : "toast_runtime/toast_log_ptr.h",

s "type": "ToastLog:LogPtr",
"consistency" : "[SC/RA/Relaxed/NA]"
}

The configuration file needs to be created once per device type
and can be shared between projects. The underlying libraries can
also be modified depending on the use case. The ToAsT compiler
parses this file and considers the user annotations and the ToAsTPtr
attributes that provide the compiler with the device and operation
information. Then, the compiler replaces the respective operations
based on the rewriting rules given in the configuration header files.

4 Design & Implementation

4.1 Toast Compiler

ToAST requires pointer annotations for individual memory types.
We extend the list of attributes to support the namespace toast,
which contains pointer annotations, and the attribute toast::event
for event handler callbacks, i.e., error handling. Each attribute takes

an additional user-defined parameter, which further specializes
in the type of the ToasTPtr and event handler. Thus, ToasT lifts
knowledge of the pointer’s memory type into the type system.

Since different devices expose different APIs, the compiler has
to deal with various interfaces. The programmer provides a json
configuration file, which instructs the compiler to replace specific
ToasT annotations with calls to their respective libraries, which
are placed in an internal but easily extendable database.

The ToasT compiler is built into the clang frontend (v. 16). ToAsT
leverages clang’s code generation to hook its plugin and provide
warnings and errors in case of a misuse of its attributes. It initially
collects a list of pointers annotated by the programmer with an
attribute introduced by ToasT. Then, it internally changes the types
of these pointers to ToasTPtr. Thereafter, it scans the AST for uses
of the pointers, differentiating between read and write accesses.
This allows ToAsT to insert the corresponding read or write func-
tions and checks for each memory type. Additionally, the compiler
understands a set of common memory functions, like memcpy,
memset, strcpy, which are replaced with optimized library func-
tions, providing the user-familiar standard library functions with
optimized implementations.

Changing the types of pointers may have further implications,
e.g., the return type or an argument of a function may change. The
ToasT compiler tries to infer the necessary changes. The ToasT
compiler identifies these functions and creates a copy for every
ToasTPtr type calling the specific function, which is necessary
as the libraries contain different read/write calls. This feature also
incentivizes code reuse, as the same function can be used for various
memory types. The copies of the function are transformed the same
way as user-annotated pointer accesses. In cases where the ToasT
compiler cannot change the code itself, e.g., when the definition of
the function or the caller of the function is in a different compilation
unit, TOAST requires additional function signature annotations. The
ToasT compiler further registers functions that are annotated as
error handlers in the error handler registry of the runtime library.

ToasT allows users to define their attribute parameters. Thus,
a parameter is not coupled to a specific technology and can be as
generic as Net(work). The user supplies the ToAasT compiler with a
configuration file that maps the parameters to technologies. This
file provides the compiler with information about which library
calls and checks to perform. The compiler can find all code paths
where a ToasTPtr of a specific type is used by re-compiling the
whole code base. Then, it scans the AST to find patterns defined in
the configuration and adds the necessary function calls and checks.
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Protection domain exit
MPK: disable_access (lib_id)  Prevented memory access
CAP: return_capabilites()

Protection domain entry,
MPK: enable_access (lib_id)
CAP: check_capabilites()

Memory region #n

Access ' ; Access

’ Application Library #m

Library #n

main transition (green and blue arrows), the appropriate
capability checks or the enabling/disabling of the access for a
protection key are performed. ToasT further prevents access
to inappropriate protection domains (red arrows).

4.2 Memory Protection

ToAsT aims to prevent information leaks due to mixups between
pointer types and libraries. For this, ToasT defines protection do-
mains inside the virtual address space (VAS) of the application
compiled with the ToAasT compiler. We implement two different
versions of protection libraries in ToAasT, shown in Figure 3. The
ToAsT protection library intercepts every call that triggers a protec-
tion domain transition, e.g., library calls, and ToasTPtr dereferences.
Note that the mechanism of the actual transition depends on the
chosen configuration. The protection library also introduces appro-
priate checks to determine the validity of each memory access.

Memory safety model. ToasT partitions the memory into mem-
ory types, each one associated with its own protection domain.
These types are restricted to specific access patterns that can be
used to define a region where bound checking can be enforced.

At protection domain transitions, ToAsT checks pointers for
spatial and temporal validity, i.e., the pointer’s internal memory
type matches the memory type of the pointer’s address. Further,
the pointer’s protection domain should match the protection do-
main being transitioned into. ToAsT prevents the dereference of
the provided pointer in case these conditions are not fulfilled. A
programmer can explicitly transform any pointer with a pointer
type cast, thus supporting zero-copy approaches.

ToAsT does not enforce memory safety within a library, as this
requires instrumenting every dereference within the library, which
can cause significant overheads. Currently, ToAST only provides
protection against accesses in non-intended memory regions via
its protection mechanisms. However, TOAST can increase the safety
guarantees through its configuration, such as by enabling the MPK
protection library, to enforce safety inside the library as well.

I: Software-based capability storage. Capabilities are an efficient
method for resource management and fine-grained access control,
suitable for security-critical systems [29, 48, 52, 64, 65, 76, 90, 91].
A capability refers to an object or resource with its access rights.
When an application attempts to access a resource (e.g., storage)
managed by a capability, the system examines the current capability
rights and permits the access or aborts the operation based on them.

In ToAST, every pointer in the user code gets transformed into
a capability and is represented as a capability object (CapObj). A
capability has an epoch and an address. ToAST leverages the fact
that both x86 and ARM require the use of a canonical pointer form
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Table 3: ToasTPtr accesses to library calls to x86 for consis-
tency and persistency specifications.

T

Conﬁgf)AST Access Library calls x86
W(x) W(x,SC) W(x);mfence

SC R(x) R(x,SC) R(x)

W(x) Wi(x,rel) W(x)

RA R(x) R(x,acq) R(x)

W(x) W(x,rlx) W(x)

Relaxed R(x) R(x,rlx) R(x)

W(x) W(x,NA) W(x)

Default ' —275 R(xNA) R
:;;S;Sée(’;;) W) | WeM)clflush(x) | Wx)clflush(x)
Pesr(s:izt\il)'lt, W(x) W(x,SC) W(x), mfence

and stores the epoch in the higher unused bits. Thus, the user
code cannot directly dereference a capability, as it is an invalid
memory address. Further, the address is still encapsulated in the
capability and allows correct pointer arithmetic operations. This is
similar to fat pointer approaches where metadata is encoded within
the enhanced pointer representation. However, ToAsT capabilities
have the same size as raw pointer on the corresponding platform.
Therefore, ToasTPtrs do not suffer from some of the disadvantages
of common fat pointer designs, such as the increased amount of
required memory or the additional cache pressure.

ToasT’s capability protection mechanism splits the address into
indices to a multi-level table with a configurable width, inspired by
the multi-level page table design. Each table level includes metadata,
i.e. a CapObj, to infer the access rights and check whether the
memory region was revoked, or a pointer to the next level. A CapObj
contains (i) the epoch in which the memory region was created,
(ii) its access rights, i.e., R/W access, (iii) the prefix of the capability
to convert it to its canonical form, and (iv) a protection domain ID.

For a capability to be valid, its corresponding CapObj must have

the same protection domain ID as the capability. The capability’s
protection domain ID is stored in its type and, therefore does not
add extra data to the run time. Furthermore, the epoch of the capa-
bility should be equal to the epoch of the CapObj, and the epoch
that is stored with every protection domain. This allows ToAsT to
perform fast revocation of memory regions and only requires delet-
ing CapObj from the capability storage in the event of an overflow
of the epoch counter, which should happen very rarely. Note that
ToasT increments the epoch of a protection domain whenever it
is completely removed from the current execution, e.g., unloading
the corresponding library or re-initializing it.
II: Hardware-assisted protection. MPK [39] is an x86 ISA exten-
sion allowing page-level access control. It leverages 4 bits of every
page-table entry for a tag. The allocation and release of a protection
key and the page tagging operation require elevated privileges and,
therefore, are performed via system calls. However, a process can
change the granted permissions for the pages tagged with a specific
key in userspace by updating a special register (PKRU).

ToasT assigns each protection domain its memory protection
key. Additionally, every protection domain has its unique allocator
per application thread. This implies that each library operates in
different address ranges. Toast’s MPK-based protection library
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leverages this region segregation and intercepts the allocation func-
tions (e.g., malloc, realloc, free) and the mmap/munmap operations.
In this way, ToAST can tag the pages that a library allocates or maps
with the appropriate memory protection key.

On a protection domain transition, ToasT identifies the protec-
tion key of the new protection domain and enables access for the
memory regions tagged with this specific key while disabling the
rest. Protection key 0 is an exception as it is never disabled. It pro-
vides metadata essential for the program’s execution. With this
approach, access to a memory region belonging to a different pro-
tection domain results in a segmentation fault triggered by MPK.
Since MPK’s access control is thread-local, application threads can
legitimately interact with different libraries simultaneously.

Currently, ToAST supports up to 15 protection domains per appli-
cation, equal to the available memory protection keys excluding the
default one. This limitation can be lifted using software tools [80].

4.3 Memory Consistency Enforcement

Memory consistency models provide a contract between the pro-
grammer and the underlying system. This also applies to the ToasT-
Ptr while it accesses shared memory in a concurrent program. Pro-
grammers may specify a particular memory consistency model in
the configuration file for the ToasTPtr accesses. Next, the ToasTPtr
compiler generates code for the respective platform, following the
translations in Table 3. Currently, our configuration file allows the
programmer to specify a memory model in sequential consistency
(SC), release-acquire (RA), and relaxed (Rlx). Given these models,
ToasTPtr generates C/C++ atomic access library calls [57, 58] that
finally generate respective x86 instructions as shown in Table 3.
Note that, ToasT does not currently provide a mechanism to ensure
memory consistency across heterogeneous memory regions. How-
ever, ToasT could be extended to support special fences spanning
multi-memory regions, enforced by the runtime library.

For SC configuration, a write (W) access by ToasTPtr is trans-
lated to an atomic write access with SC memory order that in turn
generates a write access with a trailing mfence in x86 [2]. An SC
read (R) access by ToasTPtr is translated to an atomic read with
SC order that finally generates a read instruction in x86 [2]. For
RA configurations, the release-write and acquire-read operations
by ToAasTPtr result in respective library calls and generate write
and read accesses in x86. Similarly, for Rlx configuration, the mem-
ory accesses by ToasTPtr result in respective memory accesses
with memory order relaxed (rlx) and finally generate the respective
memory access instructions in x86 [2]. By default, the ToasTPtr
accesses result in non-atomic (NA) memory accesses that generate
write and read instructions in x86 [2]. Following these translation
schemes, the generated program follows the x86-TSO model [79].

In addition, if a memory location is marked as persistent, then
the persistent non-SC write accesses by ToasTPtr generate trailing
clflush operations on the same location along with the respective
write operations. As an mfence is stronger than clflush operation,
we do not generate clflush operations for persistent SC accesses. In
this case, the generated x86 program follows the Px86 persistent
x86-TSO model [84].

4.4 Crash Consistency and Thread Safety

Crash consistency. ToAsT preserves the crash consistency proper-
ties of the underlying invoked libraries. ToasT allows the developers
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void PM_write(toast_ptr_type «ptr, toast_ptr_type new_data) const {

> TX_BEGIN(pm_pool) { /= pm_pool is set at the init phase of TOAST /

3 /+ the actual transaction code... «/

1 PM_snapshot_direct(pm_pool, ptr, sizeof(ptr));
«ptr = new_data;

} TX_ONABORT {

/= executed only if the transaction fails or is aborted by an error »/
/+ __option___ = retry, continue or abort «/
call_PM_event_handler(__option__, {pm_pool, ptr, sizeof(+ptr)});

0 }TX_END

i}

Listing 4: Error handling and crash consistency in ToasT.

to tailor read and write operations (i.e., ld/st) to the device-specific
library calls. Thus, they are eligible to use the appropriate APIs,
based on the desired crash consistency guarantees, to interact with
the storage or even encapsulate storage modifications within trans-
actions, depending on the chosen framework (e.g., SPDK, PMDK).
With this approach, ToAsT can maintain the crash consistency prop-
erties, regardless of the granularity of the device, if the suitable
device-specific library is chosen.

For instance, in case of updates in PM that exceed the atomicity
boundary of 8 bytes, ToAST can wrap PM modifications inside soft-
ware transactions provided by PMDK [8, 40] through the ToasT PM
pointer implementation specified in the configuration file, which, in
turn, ensures that the updates are performed in a crash-consistent
manner. This process is shown in Listing 4. The PM_write func-
tion is invoked when the ToasT application updates a PM object
through a PM pointer (ptr). First, a PMDK transaction is initiated
(Line 2), where the content of the object is snapshotted in the undo
log (Line 4) before its actual update (Line 5). This snapshot ensures
that in case of a crash, the application can recover the object to a
consistent state. In case of a transaction abort (Line 6), ToAsT calls
the registered event handler (Line 8) with one of the retry, continue
or abort options (Table 2) accompanied with error-related data.
However, note that ToasT is generally designed to target memory
systems beyond persistence (e.g., NIC, SGX enclave memory).
Thread safety. ToasT inherently provides the same thread-safety
guarantees with the underlying device-specific libraries. While it
does not introduce any additional race conditions, it cannot pro-
vide data isolation without the intervention of the developers. It
remains a developer’s responsibility to ensure that the performed
reads/writes to a memory region are properly synchronized. ToasT
does not interfere with the traditional locking mechanisms (e.g.,
mutex). Thus, the programmers can effortlessly leverage them out
of the box when implementing the desired ToasTPtr operations, as
they do in typical applications. Note that if sophisticated locking
mechanisms are required by a library, their logic needs to be embed-
ded into ToAsT runtime, which will be reflected in the injected code
through the ToasT compiler. This design choice enhances the de-
velopers’ flexibility, allows for synchronization optimizations (e.g.,
by only placing locks wherever they are mandatory), and promotes
compatibility with existing applications.

4.5 ToasTt Runtime Library

The runtime library implements a unified API for different memory
types and inserts necessary run-time checks. Implementing the
runtime library depends on the configuration of the technologies
chosen by the system designer.The API is implemented once for
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Table 4: Toast case-studies (§ 5) with memory types and LoC for the original version compared with the ToasT version.

Memory types LoC
NIC Unprotected PM Enclave DRAM Original ToAsT Reduction
Secure in-memory KVS v v 110 105 45%
Replication protocol v v v 893 852 4.6%
Persistent log v v v 123 120 2.4%
Persistent KVS v v v 225 182 19.1%

Higher is better 1
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Figure 4: Overhead of ToasTPtr on the throughput of the

replication protocol with ToasTPtr using the YCSB bench-
mark for different read/write ratios.

Rate [MOp/s]
=

each supported technology and can be reused in different projects.
To decrease the implementation effort, ToAasT provides templates
for commonly used patterns, which can be combined and extended.

Furthermore, the runtime library contains a map of registered
error handlers. The runtime library invokes the error handler with
appropriate parameters, handles its return code, and implements
the retry and abort functionalities.

By factoring the low-level implementation into a runtime library
(instead of implementing it directly in the compiler), we increase
the extensibility of ToasT, as this makes the addition of a new
device technology easier. Additionally, to stay compatible with as
many code bases as possible, the ToasT runtime library does not
use any libraries except the C++ standard library.

5 Application Case-studies

To evaluate ToAsT, we port four representative applications that
use different memory areas (see Table 4). These applications cover
typical programming scenarios using heterogeneous memory types
and, thus, can highlight ToasT’s achieved properties.

Secure in-memory KVS. The adoption of trusted hardware re-
sulted in a redesign of secure KVSes [25, 26, 63] to place keys and
values in different memory areas to alleviate the memory restric-
tions of TEEs and improve their performance. We port a secure in-
memory KVS [25] that accesses both enclave memory in TEEs and
untrusted host memory. The in-memory KVS judiciously partitions
the keys (enclave memory) and values (untrusted host memory)
using pointer-based data-structures, e.g., skip lists [82]. We replace
these pointers with ToasTPtrs to manage the memory accesses the
data in the untrusted memory, while preventing information leaks.
Replication protocol. Replication is a standard recipe for fault
tolerance. To this end, we adapt an implementation of the ABD
replication protocol [23, 73], based on the Avocapo project [25], to
ToasTt. To provide a secure distributed in-memory KVS, the secure
network stack differentiates between the untrusted NIC and trusted
enclave memory. It further uses untrusted host memory to store
a copy of the requested values, preventing value lifetime inconsis-
tencies and enclave pressure. We port the ABD implementation to

use ToasTPtr for both the network interface and the untrusted host
memory buffers.

Persistent distributed shared log. Shared logs are used to es-
tablish the order of operations in distributed systems [27, 59]. The
distributed servers are able to read/write entries from/to the log,
which is also replicated over multiple nodes, guaranteeing fault
tolerance. We port a persistent shared log implementation [60] to
ToasTPtr. Our log application [4] uses sockets for network commu-
nication between the system’s nodes and PM as storage. We port
both to use ToAsTPtr.

Persistent KVS. Persistent KVSs are used to store large amounts
of data in storage devices (e.g. HDDs, SSDs). Persistent storage
technologies present a high overhead compared to in-memory so-
lutions, leading to the emergence of new technologies On top of
that, persistent KVSs require fast networking to communicate with
clients [8, 10], like PM, and userspace drivers, like SPDK [10]. Like
storage technologies, network stacks have shifted to userspace [6,
44], which requires applications to differentiate between pointers
to storage, network devices, and normal memory. As our use case,
we port a MICA implementation [69] running with eRPC [60]. Here,
we adapt the network stack to use TOAST.

6 Evaluation

We evaluate ToAsT across four axes: programmability (§ 6.2), per-
formance (§ 6.3), portability (§ 6.4) and protection (§ 6.5).

6.1 Experimental Setup

Experimental testbed. We perform our experiments on a clus-
ter of 5 machines with Intel(R) Core(TM) i9-9900K CPUs, each
with 8 cores (16 HT), 64 GiB memory, 32KiB (L1D, L1I), 256 KiB
(L2), 16 MiB (L3) caches, and Intel Corporation Ethernet Controller
XL710 for 40GbE QSFP+ (rev 02) NICs.

We measure the performance of the in-memory KVS from our

case study and run the micro-benchmark for the protection libraries
on a machine with an Intel(R) Xeon Gold(TM) 5317 CPU, with 12
cores (24 HT), 256 GiB memory, 512 KiB (L1D), 384 KiB (L1I), 15 MiB
(L2), 18 MiB (L3) caches, as the 19-9900K of our networking setup
does not support MPK.
Methodology and baseline. As Section 5 explains, we port four
applications to use ToasT. We measure ToAsT’s overhead by com-
paring the performance of ToAST versions to that of unmodified
versions. We use the YCSB [16, 38] benchmark for the replication
protocol and the in-memory KVS. We perform experiments with
various read/write ratios (100%, 99%, 90%, 50%, 0% R) and different
value sizes (128 B—2KiB). For the persistent shared log and persis-
tent KVS, we use the benchmarks provided by the applications.



ToAsT: A Heterogeneous Memory Management System

Higher is better

w

N

1 ABD
4 & ABD w/ NetPtr
773 ABD w/ NetPtr w/ HostPtr

L beelZ 4 |_leet 2] Lo le Eia

128 256 512 1024 2048
Value size [B]

Figure 5: Overhead of ToasTPtr on the throughput of the
replication protocol with ToasTPtr being used for the net-
working or networking and unprotected memory in the YCSB
benchmark for different value sizes.
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6.2 Programmability

Q1: How easy is designing applications using the ToASTPtr abstrac-
tion? To answer this question, we count the lines of code (LoC)
modified in ToAsT compared to the original hand-written version
for each ToAsT use case (see Table 4).

The ToAsT version reduces the number of LoC in every applica-
tion by 2.4 %-19.1 %. Further, ToasT simplifies or eliminates compli-
cated function calls for buffer resizing or message enqueueing.

Q1 takeaway: Besides reducing LoC, ToasT also improves pro-
grammability by allowing the programmer to manage DMA-
capable devices used in an application with the same interface,
instead of having to learn and employ device-specific APIs.

6.3 Performance

Q2: What is the overhead of using ToAST compared to manually opti-
mized code? To answer this question, we compare ToAsT versions of
our four applications to the hand-optimized (unmodified original)
versions by measuring their throughput.

Secure in-memory KVS. We run the YCSB benchmark with
400 MOps over 10 M distinct keys following a uniform key dis-
tribution with different read-write ratios.

In a read heavy workload (99 % reads), the overhead introduced
by ToasTPtr is 2.8 % which increases to 11.9 % for write heavy
workloads of 50 % writes and reads. This overhead is mainly due
to ToAsT not caching decrypted data in the trusted memory but
repeatedly decrypting it on every access. As a write can generate
two accesses to the same buffer, this effect is more noticeable in
write-intensive workloads. ToAasT’s overhead could be reduced by
creating temporary objects with lifetimes greater than individual
operations. Precisely, ToAsT can be extended to allow for caching of
values to optimize data transfers. However, the current prototype
does not use such a technique, as this optimization would affect the
synchronization semantics among threads, which mandates careful
consideration.

Replication protocol. We compare the performance of the hand-
optimized ABD replication protocol to two TOAST counterparts. One
counterpart uses ToAsTPtr to access the NIC to perform network
communication, while the other uses ToasTPtr to access unpro-
tected memory for its internal KVS. We run the YCSB benchmark
with different read/write ratios (Fig. 4) and different value sizes
(Fig. 5). We run the protocol on all five servers. The benchmarks
were configured with 1.2 GOp over 2.5 M distinct keys following a
uniform key distribution. We measure the overhead of ToasTPtr
on the performance of ABD for the read ratios of 99 %, 95 %, 90 %,
and 50 % with a value size of 128 B. The overhead of ToasT for the
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tions performing a memcpy with various buffer sizes.

networking library is 0.84 % for a read ratio of 99 %, which shrinks
down to 0.23 % as the write ratio increases to 50 %. Using TOASTPtr
also for the unprotected memory increases the overhead to 13.2 %
and 13.8 % for read ratios of 50 % and 99 %, respectively. Like the
secure in-memory KVS, the increased overhead of ToAsTPtr for
unprotected memory is due to the caching of data in protected
memory in the hand-optimized version of the ABD protocol.

The overhead of the NIC-only use of ToasTPtr is generally not
affected by the value size and is stable between 0.6 and 0.8 % until
the value size exceeds the MTU size (1500 B) of the network packets,
e.g., at value size 2KiB, the overhead is 1.5 %. Exceeding the MTU
size requires making an additional copy of each value (in eRPC) to
split into multiple packets.

Shared log. We run the shared log application with 1 server thread
and 2 clients, each having 8 threads, the largest configuration the
benchmark allowed. The entry size ranges from 64 B to 2 KiB. Fig-
ure 8 shows the throughput of both the original and the ToasT
version. ToAsT performs on par with the original version for all log
entry sizes, with a mean performance difference of around 1.8 %.
Persistent KVS. We measure the throughput of the persistent
KVS using a server application with 16 threads and 4 clients each
with 16 threads to generate the workload. We used a uniform key
distribution and read-ratio of 0 %, 50 %, 100 %. Figure 6 shows that
the original and ToAsT versions have similar performance.

Q2 takeaway: ToasT introduces negligible performance over-
head on the ported applications (< 2.8 % relative to the original
version). However, since ToAST provides a generic program-
ming model without specialized optimizations (e.g., selective
data caching), higher overheads can be observed in some cases.

6.4 Portability

Q3: How easy is it to switch underlying technologies with TOAST?
To evaluate this, we present two case studies of the network and
storage libraries.

Network library. We highlight the portability of the network stack
from traditional sockets to eRPC [60] for the persistent shared log.
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The ToasT version requires changing 71 LoC, while porting the
original code requires changes in 141 LoC. This 50 % decrease occurs
due to the different implementations of asynchronous calls between
the versions. ToasT’s 71 LoC can be reduced further by introducing
a unified asynchronous call interface in a future ToAsT version.
Storage library. We port the same persistent shared log library
from using memory-mapped files to using a PM library (PMDK [8]).
The ToAsT version requires changes to 19 lines, all in the initial-
ization phase. The hand-written port requires the same changes
and an additional 20 LoC in the storage backend logic, including
changing specialized memcpy and synchronization methods.

Q3 takeaway: ToasT significantly simplifies the porting pro-
cess of an application to use a different underlying technology.
Our experiments show that ToAsT can reduce the number of
modified LoC by up to 50 %.

6.5 Protection

Q4: What are the implications and trade-offs, in terms of perfor-
mance and safety, of TOAST’s protection mechanisms? To provide
an answer, we evaluate the performance overheads introduced by
the capability- and Intel MPK-based protection mechanisms (§ 4.2).
First, we design a microbenchmark that repeatedly performs calls
to a wrapped memcpy function through a linked library call, thus
performing protection domain transitions. Our microbenchmark
uses two protection domains. Each memcpy function call operates
on memory regions accessible from the protection domain of its call
site. Additionally, we apply the protection mechanisms to the ToAsT
skip list and shared log. Note that, like the MPK-based version, the
capability-based version is configured to provide protection guar-
antees at a page-size granularity in our experiments.
Microbenchmark. We configure our microbenchmark to copy
20 GB of data between protection domains. We vary the copied
buffer size to highlight the cost of the domain transitions. Experi-
ments with smaller buffer sizes require more memcpy operations
and, consequently, more transitions to the protection domain of
the linked library. We measure the total time required till all the
data has been copied. The presented results indicate the mean of
100 runs for each configuration.

Figure 7 illustrates the relative slowdown of the capability- and
MPK-based protection libraries compared to the native execution
of our microbenchmark. For small buffer sizes (16 B and 64 B), the
capability protection mechanism is 4.46-4.81x slower than the base-
line. The respective values for the MPK version are 8.69-9.85X. This
large slowdown is caused by the frequent, short-running transi-
tions between the protection domains, which, in turn, result in
more checks and pointer cleanups in the capability version and
more costly updates of the PKRU that can lead to pipeline stalls in
the MPK version. However, as the buffer size increases, the ToAsT
protection mechanisms induce lower overheads. When copies are
performed at the granularity of a page (4 kB), the overheads are
41% and 60 %, for the capability- and the MPK-based approach,
respectively. Lastly, we observe that for even larger buffers (64 kB
and 2 MB), ToasT’s protection libraries incur only 1-7 % slowdown
since the domain transition overhead is dominated by the longer
memcpy operations.
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Shared log. We run the shared log application with a setup identical
to that of § 6.3. We divide the shared log application into networking
and storage protection domains, with the networking buffer having
to pass through the protection domain switch. To evaluate the
overhead of the protection domain switch, we run the benchmark
in four configurations: the original shared log application, the same
application without ToasTPtr but with the protection library, the
application with ToasTPtr but without the protection library, and
a configuration using both ToasTPtr and protection library. We
execute the experiments as described in § 6.1.

Figure 8 shows the overhead of the capability-based protection
library in the shared log application. The capability protection
library adds 2.2 to 2.5 % overhead to the native solution. The capa-
bility protection library version even performs slightly better than
the unprotected ToAsT version having 1.5 to 2.5 % higher average
throughput. The low overhead of the capability version in this ap-
plication is expected, as most memory is allocated by the user code
and then supplied to libraries.

Secure in-memory KVS. We run the YCSB benchmark with
400 MOps sampled uniformly from 10 M distinct keys. Figure 9
shows the overhead of the different protection libraries for different
read-write ratios, with a key size of 8 B and value size of 128 B. The
capability version has an overhead of 1.5 % for the 99 % read work-
load. With higher write ratios, the overhead shrinks to 0.3 %. The
difference in the overhead of the capability version in read-heavy
workloads compared to write-heavy workloads is mainly due to
read operations having to perform a full capability storage lookup
as the library provides the read buffer and, therefore, needs to be
transformed into a capability. However, write operations can as-
sume a fast path as the write buffer is allocated in the user code, and
the user explicitly provides the buffer to the library. This does not
require a costly lookup and rewriting of the pointer. The MPK-based
protection library version incurs a slowdown of 11.0 — 37.3 % for the
various workloads. We observe that the overhead decreases as the
read ratio increases. This is expected as the fewer put operations



ToAsT: A Heterogeneous Memory Management System

imply less frequent memory allocations and a smaller application
memory footprint, leading to fewer page tagging operations.

Q4 takeaway: ToasT allows developers to choose which protec-
tion mechanism suits their application better depending on the
memory access patterns and the desired memory-safety granu-
larity. The overheads of the mechanisms will vary for each case
but remain reasonable.

7 Related Work

OS memory management. The OS provides drivers to commu-
nicate with devices [7, 12] on the kernel side and sockets/file de-
scriptors on the userspace side. However, modern systems prefer
userspace libraries to directly communicate with the device and
manage heterogeneous memory areas for improved performance,
as in DPDK [6], RDMA [44, 50, 61] and eRPC [60] for remote calls,
SPDK [10] for SSDs, or PMDK [8] for PM. However, there is no
unifying abstraction across these libraries.

Unified API efforts like oneapi [13, 22], memif [70], EXOCHI [89]
and SYCL [42, 49] focus on specific device classes, e.g., GPUs/FPGAs,
and introduce one API per use-case. While our idea of unifying
APIs is similar, ToasT goes further by lifting the communication
completely into the compiler and removing special API calls, while
also considering the safety aspect.

Additionally, ToAsT strives to be generic (i.e., handle every type
of device that can be mapped to memory). Further, if ToAsT is
implemented on the LLVM IR level, it can be language agnostic
and be used in various toolchains. On the other hand, systems such
as SYCL [42, 49] or EXOCHI [89] aim to provide a programming
framework for heterogeneous accelerators and are strongly binded
to C/C++ applications.

On top of that, ToasT complements CXL [37] in terms of (i)
memory types and (ii) access properties. Firstly, TOAST targets
a broader range of memory types that are beyond supported by
CXL devices, including, but not limited to, secure enclave memory
regions, NIC memory or SPDK buffers. Secondly, CXL devices do
not provide access properties such as a protection mechanism.

Memory Consistency and persistency. Memory consistency
models are widely studied for C/C++ programming languages [28,
34, 62, 66], compilers [32, 33, 75], and architectures [20, 21, 79, 83].
Based on these models, compiler transformations and mappings to
the architectures are proven correct for different models including
x86 [28, 81, 85]. These results have resulted in the mapping schemes
in [2] which we follow in ToasT’s approach. More recently, per-
sistency properties in the Intel x86 architecture are explored and
the properties of the persistent accesses are formalized in Px86 [84]
which we follow in the ToAsT compiler.
Compiler-based memory management. Compiler-based ap-
proaches are used in shared memory systems to optimize memory
accesses, e.g., UPC [35], OpenMP [14], HPF [19], OpenCL SVM [41].
In particular, OpenCL SVM enables the host and device portions
of an OpenCL application to seamlessly share pointers and com-
plex pointer-containing data structures. However, SVM is strictly
restricted to the OpenCL programming model.

Other research has looked into using DMA support in the com-
piler for heterogeneous compute units [45], static analysis [24],
compiler-based approaches [47, 74], secure memory management
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[71, 78], or even programming language Verona [15]. However,
none of these approaches deals with different memory layouts and
access patterns based on heterogeneous memory types.
Software-based protection and isolation. Software capabilities
have been studied for intra-process memory isolation by intro-
ducing capabilities to memory areas and system calls to either
threads [31, 72] or objects that can be held by a thread [55]. Two
other common techniques to provide isolation are Software Fault
Isolation (SFI) [88] and Control-Flow Integrity (CFI) [18]. Other
software-based approaches rely on sandboxing to prevent illegal
accesses, which cannot be proven correct statically [46, 51, 94].
ToAsT does not provide strict memory isolation between differ-
ent components. Instead, it aims at preventing erroneous sharing
of sensitive data. It limits code injection to protection domain tran-
sitions and does not require every access to be secured, reducing
the amount of injected code and performance overhead, while also
being easier to integrate.
Hardware-based protection and isolation. CHERI [91], IBM Sys-
tem 38 [30, 54], M-Machine [43] and ARM MTE [1] are examples
of hardware support for fat pointers. Other hardware approaches
are Page Groups, e.g. HP PA-RISC [17], Intel MPK [11] and ARM
Domains [3] that tag memory areas, and Mondrian Memory Pro-
tection [92] that separates access rights from translation metadata.
These approaches can force access to specific memory regions to go
through designated access control gates, thus preventing erroneous
accesses. Another hardware-based approach is capability storage
systems, such as Intel iAPX 432 [93] and CODOM [87]. This is dif-
ferent from fat pointer schemes, as metadata is stored in multi-level
tables. In contrast to these approaches, ToAsT capabilities do not
require hardware support. Further, ToasT protection aims to unify
the access APIs of different kinds of memory, while maintaining
easy-to-use for the programmer.

8 Conclusion

We present ToAsT, a compiler-based abstraction for heterogeneous
memory management. TOAST builds on the observation that al-
though accesses to heterogeneous memory require different li-
braries with vastly different interfaces, all interfaces essentially
perform the same basic task of loading data from or storing data in
a memory region. ToAsT makes this uniform for the programmer
by introducing the abstractions of memory types and the pointer
type ToasTPtr, that work with familiar load and store operations.
Further, ToasT provides programmable error handling callbacks
and memory consistency enforcement mechanisms as part of its
programming model. Lastly, ToasT offers a selection of protec-
tion libraries to prevent accidental memory handling errors by
developers. Our evaluation based on four applications, which use
heterogeneous memory types, shows that TOAST improves pro-
grammability, offers memory safety, and eases portability to new
libraries/memory types, with low to moderate overhead relative to
hand-optimized code.

Software availability. ToAsT is publicly available along with its
entire setup (https://github.com/TUM-DSE/Toast).


https://github.com/TUM-DSE/Toast
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